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Abstract

This paper studies the setup of a multiple-relay network mmctv K half-duplex multiple-antenna relays
assist in the transmission between a/several multipleraat transmitter(s) and a multiple-antenna receiver. Each
two nodes are assumed to be either connected through agiatisiRayleigh fading channel, or disconnected. We
propose a new scheme, which we cathdom sequentigRS), based on the amplify-and-forward relaying. We prove
that for general multiple-antenna multiple-relay netwmrihe proposed scheme achieves the maximum diversity
gain. Furthermore, we derive diversity-multiplexing teadf (DMT) of the proposed RS scheme for general single-
antenna multiple-relay networks. Finally, we show that $orgle-antenna multiple-access multiple-reldy ¢ 1)
networks (without direct link between the transmitter(sjlahe receiver), the proposed RS scheme achieves the
optimum DMT. However, for the case of multiple access sirmglay setup, the RS scheme reduces to the naive
amplify-and-forward relaying and is not optimum in terms¥T, while the dynamic decode-and-forward scheme

performs optimum for this scenal

. INTRODUCTION
A. Motivation

In recent years, relay-assisted transmission has gaigedisant attention as a powerful technique to
enhance the performance of wireless networks, combat thegaffect, extend the coverage, and reduce
the amount of interference due to frequency reuse. The ndaia is to deploy some extra nodes in the
network to facilitate the communication between the enchieals. In this manner, these supplementary
nodes act as spatially distributed antennas for the endintalsn More recently, cooperative diversity
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techniques have been proposed as candidates to explopdkialsliversity offered by the relay networks
(for example, see [4]-[7]). A fundamental measure to evaltlze performance of the existing cooperative
diversity schemes is the diversity-multiplexing trade{fMT) which was first introduced by Zheng
and Tse in the context of point-to-point MIMO fading charm@]. Roughly speaking, the diversity-
multiplexing tradeoff identifies the optimal compromisévieeen “transmission reliability” and “data rate”
in the high-SNR regime assuming Rayleigh fading.

In spite of all the interest in relay networks, none of thesBrg cooperative diversity schemes is
proved to achieve the optimum DMT. The problem has been open &r the simple case of half-
duplex single-relay single-source single-destinatiomgle-antenna setup. Indeed, the only existing DMT
achieving scheme for the single-relay channel reportedjirdquires knowledge of CSI (channel state

information) for all the channels at the relay node.

B. Related Works

The DMT of relay systems was first studied by Lanenedral. in [4] for half-duplex relays. In this
work, the authors prove that the DMT of a network with singlgenna nodes, composed of a single

source and a single destination assisted Jtinalf-duplex relays, is upper-boundediby
dir) = (K +1)(1 —r)". (1)

This result can be established by applying either the nmakigcess or the broadcast cut-set bound [9]
on the achievable rate of the system. In spite of its sintylithis is still the tightest upper-bound on the
DMT of the relay network. The authors in [4] also suggest twot@cols based on decode-and-forward
(DF) and amplify-and-forward (AF) strategies for a singiday system with single-antenna nodes. In both
protocols, the relay listens to the source during the firfftdfahe frame, and transmits during the second
half. To improve the spectral efficiency, the authors prepas incremental relaying protocol in which
the receiver sends a single bit feedback to the transmittdrta the relay to clarify if it has decoded
the transmitter’'s message or needs help from the relay ferpilwrpose. However, none of the proposed
schemes were able to achieve the DMT upper-bound.

The non-orthogonal amplify-and-forward (NAF) scheme,tfpsoposed by Nabaet al. in [10], has
been further studied by Azariaat al. in [5]. In addition to analyzing the DMT of the NAF scheme,
reference [5] shows that NAF is the best in the class of AFtexjias for single-antenna single-relay
systems. The dynamic decode-and-forward (DDF) scheme vagoged independently in [5], [11], [12]
based on the DF strategy. In DDF, the relay node listens teéneler until it can decode the message,

*Throughout the paper, for any real valdga™ = max {0,a}.



and then re-encodes and forward it in the remaining timeeiRate [5] analyzes the DMT of the DDF
scheme and shows that it is optimal for low rates in the selmaeit achieves[{1) for the multiplexing
gains satisfying: < 0.5. However, for higher rates, the relay should listen to tla@smitter for most of
the time, reducing the spectral efficiency. Hence, the sehismnable to follow the upper-bound for high
multiplexing gains. More importantly, the generalizasoof NAF and DDF for multiple-relay systems
fall far from the upper-bound, especially for high multigleg gains.

Yuksel et al. in [6] apply compress-and-forward (CF) strategy and shoat tBbF achieves the DMT
for multiple-antenna half-duplex single-relay systemewsdver, in their proposed scheme, the relay node
needs to know the CSI of all the channels in the network whigy mot be practical.

Most recently, Yanget al. in [13] propose a class of AF relaying scheme called slottagléy-and-
forward (SAF) for the case of half-duplex multiple-relag (> 1) and single source/destination setup.
In SAF, the transmission frame is divided indd equal length slots. In each slot, each relay transmits
a linear combination of the previous slots. Reference [I8F@nts an upper-bound on the DMT of SAF
and shows that it is impossible to achieve the MISO uppenrtdor finite values ofM, even with the
assumption of full-duplex relaying. However, a$ goes to infinity, the upper-bound meets the MISO
upper-bound. Motivated by this upper-bound, the authordl ) propose a half-duplex sequential SAF
scheme. In sequential SAF scheme, following the first sloteach subsequent slot, one and only one
of the relays is permitted to transmit an amplified versiorthe signal it has received in the previous
slot. By doing this, the different parts of the signal arensmitted through different paths by different
relays, resulting in some form of spatial diversity. Howey&3] could only show that the sequential SAF
achieves the MISO upper-bound for the setup of non-intexderelays, i.e. when the consecutive relays
(ordered by transmission times) do not cause any interferem one another.

Apart from investigating the optimum tradeoff between tr@smission reliability and achievable rate
for relay networks and in the high SNR regime, recently, odspects of the relay networks has also been
addressed (for example, see [14]-[26]). Indeed, [14], fieplelop new coding schemes based on Decode-
and-Forward and Compress-and-Forward relaying stratdgrerelay networks. Avestimelat al. in [18]
study the outage capacity of relay channel for low-SNR regand show that in this regime, the bursty
Amplify-and-Forward relaying protocol achieves the optim outage. Avestimehet al. in [19] present
a linear deterministic model for the wireless relay netwand characterize its exact capacity. Applying
the capacity-achieving scheme of the corresponding détestic model, the authors in [19] show that
the capacity of wireless single-relay channel and the dratmelay channel can be characterized within
1 bit and 2 bits, respectively, regardless of the values @nokl gains. The scaling law capacity of

large wireless networks is addressed in [20]-[26]. Gastpat. in [22] prove that employing AF relaying



achieves the capacity of the Gaussian parallel singlenaateelay network for asymptotically large number
of relays. Bolcskeket al. in [23] extend the work of [22] to the parallel multiple-antex relay network
and characterize the capacity of network witkii1) for large number of relays. Oveis Gharanal. in
[24] propose a new AF relaying scheme for parallel multiphdenna fading relay networks. Applying
the proposed AF scheme, the authors in [24] characterizeapacity of parallel multiple-antenna relay
networks for the scenario where either the number of relayarge or the power of each relay tends to

infinity.

C. Contributions

In this paper, we propose a new scheme, which we call randguesgal (RS), based on the SAF
relaying for general multiple-antenna multi-hop networkke key elements of the proposed scheme are:
1) signal transmission through sequential paths in the otw2) path timing such that no non-causal
interference is caused from the transmitter of the futurthg@n the receiver of the current path, 3)
multiplication by a random unitary matrix at each relay nodad 4) no signal boosting in amplify-
and-forward relaying at the relay nodes, i.e. the receivgdas$ is amplified by a coefficient with the
absolute value of at most 1. Furthermore, each relay nodektloe CSI of its corresponding backward
channel, and the receiver knows the equivalent end-to-badrel. We prove that this scheme achieves
the maximum diversity gain in a general multiple-antennadtiple-relay network (no restriction imposed
on the set of interfering node pairs). Furthermore, we @ethe DMT of the RS scheme for general
single-antenna multiple-relay networks. Specifically, dexive: 1) the exact DMT of the RS scheme
under the condition of “non-interfering relaying”, and 2)aaver-bound on the DMT of the RS scheme
(no conditions imposed). Finally, we prove that for singlgenna multiple-access multiple-relay networks
(with K > 1 relays) when there is no direct link between the transnsitied the receiver and all the relays
are connected to the transmitter and to the receiver, thecR&e achieves the optimum DMT. However,
for multiple-access single-relay networks, we show that phoposed scheme is unable to achieve the
optimum DMT, while the DDF scheme is optimum in this scenario

The rest of the paper is organized as follows. In sectiorhi, gystem model is introduced. In section
lll, the proposed random sequential scheme (RS) is destcriesction 1V is dedicated to the DMT analysis
of the proposed RS scheme. Section V proves the optimalitheoRS scheme in terms of diversity gain

in general multiple-antenna multiple-relay networks.dHy) section VI concludes the paper.

1. SYSTEM MODEL

Our setup consists dk relays assisting the transmitter and the receiver in thiechgdlex mode, i.e. at

a given time, the relays can either transmit or receive. Bachnodes are assumed to be either connected



by a quasi-static flat Rayleigh-fading channel, i.e. thendle& gains remain constant during a block of
transmission and change independently from block to blockye disconnected, i.e. there is no direct
link between them. Hence, the undirected gré&ph- (V, E) is used to show the connected pairs in the
network. The node set is denoted by= {0,1,..., K + 1} where thei'th node is equipped withV;
antennas. Node8 and K + 1 correspond to the transmitter and the receiver nodes, cegpigl. The
received and the transmitted vectors at it node are shown by, andx,, respectively. Hence, at the
receiver side of the’'th node, we have

Yo = Z H,pxp, + 1, 2)

{a,b}cE

whereH, , shows theN, x NN, Rayleigh-distributed channel matrix between ti#h and theb’th nodes
andn, ~ N (0,1y,) is the additive white Gaussian noise. We assume reciprd@ainels between each
two nodes. Hencel,;, = HbTﬂ. However, it can be easily verified that all the statementshefpaper
are valid under the non-reciprocality assumption. Hentcehé scenario of single-antenna networks, the
channel between nodesand b is denoted byh,; to emphasize both the SISO and the reciprocality
assumptions. As in [5] and [13], each relay is assumed to kim@astate of its backward channel and,
moreover, the receiver knows the equivalent end-to-endiredla Hence, unlike the CF scheme in [6],
no CSI feedback is needed. All nodes have the same powerramsf. Finally, we assume that the
topology of the network is known by the nodes such that they parform a distributed AF strategy
throughout the network.

Throughout the section on diversity-multiplexing tradeafe make some further assumptions in order
to prove our statements. First, we consider the scenariohichmodes with a single antenna are used.
Moreover, in Theorems 2, 3, 5, and 6 where we address DMT atfitinof the RS scheme, we assume
that there is no direct link between the transmitter(s) am&l receiver. This assumption is reasonable
when the transmitter and the receiver are far from each athérthe relay nodes establish the connection
between the end nodes. Moreover, we assume that all themetigs are connected to the transmitter and
to the receiver through quasi-static flat Rayleigh-fadihgrnels. Hence, the network graph is two-hop.
In specific, we denote the output vector at the transmittex,abke input vector and the output vector at

the k'th relay asr, andt;, respectively, and the input at the receiveryas

3Throughout the paper, it is assumed that the network cenefsone transmitter. However, in Theorems 5 and 6, we studyctse of

two-hop multiple transmitters single receiver scenario.



[1l. PROPOSEDRANDOM SUCCESSIVEAMPLIFY-AND-FORWARDING SCHEME (RS)

In the proposed RS scheme, a sequéhee (py, ps,...,pr) Of L pathg originating from the transmitter
and destinating to the receiver with the length i, ..., [;) are involved in connecting the transmitter to
the receiver sequentially((0) = 0, p;(l;) = K + 1). Note that any patlp of G can be selected multiple
times in the sequence.

Furthermore, the entire block of transmission is dividew i slots, each consisting &’ symbols.
Hence, the entire block consists @f = ST’ symbols. Let us assume the transmitter intends to send
information to the receiver at a rate obits per symbol. To transmit a messaggethe transmitter selects
the corresponding codeword from a Gaussian random code-bousisting of25”"" elements each of

length L7". Starting from the first slot, the transmitter sequentiélgnsmits the’th portion (1 <i < L)

Ll

of the codeword through the sequence of relay nodes.ilore precisely, a timing sequenée; ; },; ;_,

is associated with the path sequence. The transmitter skadsh portion of the codeword in the; ;'th
slot. Following transmission of théth portion of the codeword by the transmitter, in thg;'th slot,

1 < j <;, the nodep;(j) receives the transmitted signal from the naqgé — 1). Assumingp;(j) is
not the receiver node, i.g. < [;, having received the signal of thg ;'th slot, the node multiplies the
received signal by av,,, ;) x N, random, uniformly distributed unitary matrik; ; which is known
at the receiver side, amplifies the signal by the maximumipltessoefficientq; ; considering the output
power constraint” andq; ; < 1, and transmits the amplified signal in thg;;'th slot. Furthermore, the
sequencqs; ;} should have the following properties

(1) for all z, 5, we havel <s;; <S.

(2) fori < ¢, we haves;; < sy, (the ordering assumption on the paths)

(3) for j < j', we haves; ; < s; ;» (the causality assumption)

(4) for all © < ¢ ands;; = sy, we have{p;(j),ps(;’—1)} ¢ E (no noncausal interference
assumption). This assumption ensures that the signal ofutiuee paths causes no interference
on the output signal of the current path. This assumptionbEanealized by designing the timing
of the paths such that in each time slot, the current runnatgare established through disjoint
hops.

At the receiver side, having received the signal of all patties receiver decodes the transmitted message
w based on the signal received in the time sl{)@li}le. As we observe in the sequel, the fourth
assumption or{s; ;} converts the equivalent end-to-end channel matrix to laéwangular in the case of

“Throughout the paper, a pathis defined as a sequence of the graph nd@gsuvi, v, ..., v;) such that for any, {v;, v;+1} € E, and

for all ¢+ # j, we havev; # v;. The length of the path is defined as the total number of edgabepath/. Furthermorep(i) denotes the

7'th node thatp visits, i.e.p(i) = v;.
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Fig. 1. An example of a 3 hops network whek® = N5 = 2, Ny = N» = N3 = Ny = 1.

single-antenna nodes, or to block lower-triangular in thsecof multiple-antenna nodes.

An example of a three-hop network consisting I6f= 4 relays is shown in figure_{1). It can easily
be verified that there are exactly 12 paths in the graph caimgethe transmitter to the receiver. Now,
consider the four paths, = (0,1, 3,5), p2 = (0,2,4,5), p3 = (0,1,4,5) andp, = (0,2, 3,5) connecting
the transmitter to the receiver. Assume the RS scheme i®rparfg with the path sequende, =
(p1, P2, P3, p4)- Table) shows one possible valid timing-sequence assatiat the RS scheme with the
path sequenc®;. As seen, the first portion of the transmitter’s codewordeist $n thelst time slot and
is received by the receiver through the nodes of the path) = (0,1, 3,5) as follows: In thelst slot,
the transmitter’s signal is received by notleFollowing that, in the2nd slot, nodel sends the amplified
signal to node3, and finally, in the3rd slot, the receiver receives the signal from nddé\s seen, for
every1 < i < 3, signal of thei'th path interferes on the output signal of the- 1'th path. However, no
interference is caused by the signal of future paths to tiyeutsi of the current path. The timing sequence
corresponding to Tablé | can be expressed;gs= + L%J +j — 1 and it results in the total number of
transmission slots equal @ i.e. S = 7.

As an another example, consider RS scheme with the pathsegRe= (p1, p2, p1, p2)- Tabledl shows
one possible valid timing-sequence for the RS scheme wéhptih sequenck,. Here, we observe that

the signal on every path interferes on the output of the negt donsecutive paths. However, like the

‘ time-slotH 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5 ‘ 6 ‘ 7 ‘
Pi(1) 0—1|1—-3|3—5 — — — —
P1(2) — 0—2]2—4|4—5 — — —
P1(3) — — — 0—1|1—4|4—5 —
P1(4) — — — — 0—2|2—-3|3—-5

TABLE |

ONE POSSIBLE VALID TIMING FORRS SCHEME WITH THE PATH SEQUENCHE’; = (p17p27 P3; p4).



ltmesiot] 1 [ 2 | 3 | 4 | 5 | & |

(1) o=1]123]3-5] — — —

P2(2) — 0—2]2—4|4—5 — —

Ps(3) — — Jo—=1|1-3|3-5] —

P2(4) — — — 0—2|2—4|4—-5
TABLE I

ONE POSSIBLE VALID TIMING FORRS SCHEME WITH THE PATH SEQUENCEP: = (p1, p2, P1, P2)-

scenario withP, no interference is caused by the signal of future paths emtiput signal of the current
path. The timing sequence corresponding to Table | can beessed as; ; = ¢+ j — 1 and it results in
the total number of transmission slots equabfa.e. S = 6.

It is worth noting that to achieve higher spectral effici@sci{corresponding to larger multiplexing
gains), it is desirable to have larger values ﬁorlndeed,g — 1 is the highest possible value. However,
this can not be achieved in some graphs (an example is theotase-hop single relay scenario studied
in the next section wheré = 0.5). On the other hand, to achieve higher reliability (cormsfing to
larger diversity gains between the end nodes), it is desirab utilize more paths of the graph in the
path sequence. It is not always possible to satisfy botheddlobjectives simultaneously. As an example,
consider the single-antenna two-hop relay network wheeeetls a direct link between the end nodes,
i.e. G is the complete graph. Here, as all the nodes of graph inéede each other, in each time slot,
only one path can transmit signal. Hence, in order to achgeve 1, only the direct path (0, K + 1),
should be utilized for almost all the time.

As an another example, consider the 3-hop network in figufe A% we will see in the following
sections, the RS scheme corresponding to the path seqitleraxhieves the maximum diversity gain of
the network,d = 4. However, it can easily be verified that no valid timing-selgqce can achieve fewer
number of transmission slots than the one shown in Table hcklet = 1 is the best RS scheme can
achieve withP;. On the other hand, consider the RS scheme with the path segite. Although, as
seen in the sequel, the scheme achieves the diversitydgai? which is below the maximum diversity
gain of the network, it utilizes fewer number of slots conguhto the case using the path sequeRg¢ce
Indeed, it achieveg = 3.

In the two-hop scenario investigated in the next sectionywillesee that for asymptotically large values
of L, it is possible to utilize all the paths needed to achieventiagimum diversity gain and, at the same
time, devise the timing sequence such t@ab 1. Consequently, it will be shown that in this setup, the

proposed RS scheme achieves the optimum DMT.
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IV. DIVERSITY-MULTIPLEXING TRADEOFF

In this section, we analyze the performance of the RS schenterins of the DMT for the single-
antenna multiple-relay networks. First, in subsectfgrwe study the performance of the RS scheme for
the case of non-interfering relays where there exists eetthusal nor noncausal interference between the
signals sent through different paths. In this case, as #sts no interference between different paths, we
can assume that the amplification coefficients take valuester than one, i.e. the constraint; < 1 can
be omitted. Under the condition of non-interfering relays, derive the exact DMT of the RS scheme. As
a result, we show that the RS scheme achieves the optimum DMhd setup of non-interfering two-hop
multiple-relay ¢ > 1) single-transmitter single-receiver, where there exigisdirect link between the
relay nodes and between the transmitter and the receivee(mecisely,F = {{0,k}, {k, K + 1}}521).

To prove this, we assume that the RS scheme relied ea BK paths,S = BK + 1 slots, and the
path sequence iIQ = (q1,.--,9k,91,-- -9k, --->41,- - -, qx) Whereq, = (0, k, K 4+ 1). In other words,
every pathq, is usedB times in the sequence. Here, eakhconsecutive slots are called a sub-block.
Hence, the entire block of transmission consist$3of 1 sub-blocks. The timing sequence is defined as
s;; =1+ 7 — 1. It is easy to verify that the timing sequence satisfies tlqgirements. Here, we observe
that the spectral efficiency i§ =1- % which converges to 1 for asymptotically large valuesSofBy
deriving the exact DMT of the RS scheme, we prove that the R8mse achieves the optimum DMT for
asymptotically large values of.

In subsectiorB, we study the performance of the RS scheme for general sargénna multiple-relay
networks. First, we study the performance of RS scheme @séup of two-hop single-transmitter single-
receiver multiple-relay & > 1) networks where there exists no direct link between thestratter and
the receiver; However, no additional restriction is imgbsa the graph of the interfering relay pairs. We
apply the RS scheme with the same parameters used in the fdagfvop non-interfering networks. We
derive a lower-bound for DMT of the RS scheme. Interestinigliurns out that the derived lower-bound
achieves the upper-bound on the DMT for asymptotic value®.oNext, we generalize our result and
derive a lower-bound on DMT of the RS scheme for general stagktenna multiple-relay networks.

Finally, in subsectiorC, we generalize our results for the scenario of single-argdwo-hop multiple-
access multiple-relayi{ > 1) networks where there exists no direct link between thestratters and the
receiver. Here, we apply the RS scheme with the same parenat@ised in the case of single-transmitter
single-receiver two-hop relay networks. However, it sklobé noted that here, instead of sending data
from the single transmitter, all the transmitters send dataerently. By deriving a lower-bound on the
DMT of the RS scheme, we show that in this network the RS schacmeves the optimum DMT.

However, as studied in subsectibr) for the setup of single-antenna two-hop multiple-accesgle-relay
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networks where there exists no direct link between the tndtars and the receiver, the proposed RS
scheme reduces to naive amplify-and-forward relaying anabt optimum in terms of the DMT. In this
setup, the DDF scheme of ( [5]) achieves the optimum DMT.

A. Non-Interfering Relays

In this subsection, we study the DMT behavior of the RS schengeneral single-antenna multi-hop
relay networks under the condition that there exists neithesal nor noncausal interference between the
signals transmitted over different paths. More precisely,assume the timing sequence is designed such
that if s, ; = sy, then we have{p;(j),ps(j' — 1)} ¢ E. This assumption is stronger than the fourth
assumption on the timing sequence (here the condition’ is omitted). We call this the “non-interfering
relaying” condition. Under this condition, as there exists interference between signals over different
paths, we can assume that the amplification coefficients takees greater than one, i.e. the constraint
a; ; <1 can be omitted.

First, we need the following definition.

Definition 1 For a network with the connectivity grapghi = (V, E), a cut-set or(5 is defined as a subset
S C V such that0 € S, K + 1 € §°. The weight of the cut-set correspondingdpdenoted byw(S), is
defined as

wa(S) = > N, x N, (3)

ae8,beSc {a,b}cE

Theorem 1 Consider a half-duplex single-antenna multiple-relaywak with the connectivity graph
G = (V, E). Assuming “non-interfering relaying”, the RS scheme whk path sequenc@:, ps, ..., pr)
achieves the diversity gain corresponding to the followlingar programming optimization problem

dps.ni(r) = min Z e, (4)

where . is a vector defined on edges 6fand R is a region ofp defined as
L
R = {/,l,‘ 1>u>0, Z max [lfp,(j),p:(i—1)} = L — ST} .
=1

1<5<;

Furthermore, DMT of the RS scheme can be upper-bounded as
drsni(r) < (1—r)" min wg(S), (5)

whereS is a cut-set onG. Finally, by properly selecting the path sequence, one dammays achieve

drs,n1(r) > (1 - g>+ min we(S), (6)
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whereS is a cut-set on.

Proof: Since the relay nodes are non-interfering, the achievaléeaf the RS scheme for an instance

of the channels is equal to

RRS,NI ({he}eeE) =

1 L li Li—11;—1 -1
2 g | 1+ P[]la,l o iymsi—13 (1 + 3 TT el | Pgpucir o | 7)
=1

J=1 J=1 k=j

whereV; <[, : o, ; = P — anda;;, = 1 (sincep;(l;) = K + 1). Hence, the probability
1+‘h{Pi(j*1)7Pi(j)}’ P
of outage equ

P{£}

P {RRS,NI ({he}eeE) S TlOg (P)}

L j l;—1
P q [ [ max P‘lamin{\h{o,piu)}fﬂ\%kﬁ\h{pi<k>,pi(k+1>}\2} <port

—
RS
~

i=1 k=1 §=0
(b) L 2ti—1 ) )
. -1 Sr—L
=, max P [[max{ P~ hgopan]” TT el [ mwn ] p < P
1<t;<l; i=1 k=1
(6),(e)
= max max
81,82,y St t1,t,..., tr,
S;C{1,2,....l;—1} max{z€S; }<t;<l;
L
_ S; 2 2 Sr—L
P{HmaX{P L P e pe- | 1T 12w ooy } =P } (8)
i=1 keS;

Here, (a) follows from the fact thatvz > 0 : max{l,z} < 1+ 2 < 2max{l,z} and for allz; > 0,

M -1 M
- min {xi} < (Zf‘il xl) < min {xi} . (b) follows from the fact that for any increasing function

i=1
fO , we have1r<n'§§4p{f (2;) <y} < P{f 1211211}\4@) < y} < M max P{f (x;) <y}. (c) follows

1<i<M

. 2 2 . 2
from the fact thaf).5 min {1, P ‘h{pi(k),pi(k—l)}‘ } < ‘ai,kh{pi(k),pi(k‘—l)}‘ < min {1, P ‘h{pi(k),pi(k—l)}‘ }
Assuming|h.|” = P~#, we define the regioR C RI”! as the set of pointg = [11.].cx that the outage
event occurs. Let us defir®, = RN (R, U{0})“!. As the probability density function diminishes

exponentially ag—"" for positive values of.., we haveP {R,} =P {R}. Hence, we have

P{€} = P{R;)

—
- Q
~

P{R (S8,8s,...,Sr.t1,ta, ..., tL)}

I
=
%
g
7

81,82,..,SL t1,lo,..tr,
Sig{1,2,...,li—1} max{mGSZ}<t1§lz

—
- o
=

= max P{Ro (t)}, )
1<t; <l
*Throughout the paperf(P) = g(P) meanslimp_. 1olg0£<§) = limp_00 loli;#




13

where

R(Siti) = {ME (Ry U {O})” "me{l Aipat)pt-0} T D im0} \SI} zL—Sr}

keS;
,t=[t1,ta,...,tr] @andRy (t) = R(©,@,...,@,t1,ts,...,11). Here,(a) follows from (8). In order to
prove (b), we first show that

min {1 Hegpi(t3),pi(ti—1)} T Z Fofpi (), pi (-1} — |Si |} < max min {1 TP pi(t).pi (8~ 1)}} (10)

theS;U{t;
res, i {ti}

In order to verify [10), consider two possible scenariofotijall ¢; € S;U{t;}, we haveu{pi(tg)’pi(tg_l)} <
1. In this scenario, as in the left hand side of the inequality,have the summation ¢&| + 1 positive
parameters with value less than or equal tsubtracted byS|, we conclude that the left hand side of the
inequality is less than or equal to{pi( (-1} for anyt € S; U {t;}. Hence, [(1D) is valid; ii) At least
for onet’ € S;U{t;}, we haveu{pi(t;)vpi(t;_l)} > 1. In this scenario, the right hand side of the inequality is
equal tol and, accordingly,[(10) is valid. According to (10), we haR€éS;, Ss, ..., Sr, t1,te,. .., t1) C

U Ry (t") which results in(b) of ().
t;eS?L,J{ti}

On the other hand, we know that fa® > 0, we haveP {u > u°} = P~1+". By taking derivative
with respect tou, we havef,(u) = P~'*. Let us define the lower bound asl, = “gﬁt) 1-p and
[ = ArgMin,c, 1 - 1, the cubeZ asZ = [0,1o)*", Z§ = [po(1),00) x [110(2),00) X -+ X [no(L), 00)

and forl <i < L, Z¢ = [0,00)"! x [lg, 00) x [0,00)F7". It is easy to verify that’s C Ro(t1,ta, ..., tL).
Hence, we have

(a) L

P{Ro(t)} = P{IZ}+ / ATIZED BSCOLES:
ot i=1

i plo, (12)

—
=

Here, (a) follows from the facts thaP {Uf‘il AZ} ="M P{A}, Ty C Ro(t), andR: = T (UleIf).
(b) follows from the facts thalP {Zg} = P {p > po} = P, [ o 7 fu (1) du<vol (Ro(t) N Z) PP,
and P {Ro(t) NZ¢} < P{Z¢} = P~. Now, defininggy(p) = S5, min {1, gty puei—1)y } and fo =
[min {/te, 1}]cer, it is easy to verify thatg,(f1) = ¢¢() and at the same timeé - 4 < 1 - p unless

fi = p.Hence, definingi (1) = 37, ftg:(t)ps(ts 1)}, We have

drsni(r) = min rglzug 1-p= min 1r>nﬁr>10 1-p= Lnelg 1-p (12)
1sti<li gy (u)>L—Sr 1<t <l gy (u)>L—Sr
L
whereR = {M| 1>p>0, Z A fuip, )1} > L - Sr}. This proves the first part of the Theo-

rem.
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Now, let us defineGp = (V, Ep) as the subgraph aff consisting of the edges in the path sequence,
ie. Bp = {{pi(j),pi(G — 1)}, Vi,j:1<i<L,1<j<Il}. AssumeS = argmirwGP(S), whereS is a

cut-set onGp. We defineg as ji, = L=7°

for all e € Ep such thaleN S| = [enS¢| =1 and ji. = 0
for the other edges € E. It is easy to verify thafi € R. Hence, we have

. L—Sr)" . I — Sr)*+
drsni(r) <1-fo= (Tr)rrglnwap(s) < %

msin we(S) < (1 —r)we(S).  (13)
This proves the second part of the Theorem.

Finally, we prove the lower-bound on the DMT of the RS schebred. us defineds = ming w(S).
Consider the maximum flow algorithm [27] o from the source nod® to the sink nodeK + 1.
According to the Ford-Fulkerson Theorem [27], one can aehithe maximum flow which is equal
to the minimum cut ofG by the union of elements of a sequen@e, p., ..., D4,) Of paths with the
lengths (il,i2,...,idc). Now, consider the RS scheme with = Lods paths and the path sequence
(p1,p2, - - -, pr) consisting of the paths that achieve that maximum flowrafuch that any path; occurs
exactly L, times in the sequence Considerifig I», . .., [;) as the length sequence, we select the timing
sequence as; ; = 22 1lx + j. It is easy to verify that, not only the timing sequence $atisthe 4
requirements needed for the RS scheme, the active relajistgttiming sequence are non-interfering.
Hence, the assumptions of the first part of the Theorem aré.\Mbreover, we have < 2L. According

to (4), the diversity gain of the RS scheme equals

dps.ni(r) = min Z Le- (14)
HER eeE
As p € R, we have
L
(a)
(L—Sr)* ergag% pi(i) i (G-} < LOZEME, (15)
=1 ec
where (a) results from the fact that a$., ps, . .., Da.) form a valid flow onG, everye € E occurs in

at most onegp;, or equivalently, at most, number ofp,’s. Combining [(1#) and (15), we have

(L—Sr)*t ™t Nt
dps,n1(r) > I, > (1 — 5) dg = <1 - 5) Ir}Slan(S). (16)
This proves the third part of the Theorem. [ |

Remark-In scenarios where the minimum-cut 6his achieved by a cut of the MISO or SIMO form,
i.e. the edges that cross the cut are either originated frodestined to one vertex, the upper-bound on
the diversity gain of the RS scheme derived[ih (5) meets tf@nmation-theoretic upper-bound on the
diversity gain of the network. Hence, in this scenario, ar§ €heme that achievds (5) indeed achieves
the optimum DMT.
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Next, using Theorem 1, we show that the RS scheme achievesptiaum DMT in the setup of
single-antenna two-hop multiple-relay networks wheregdhexists no direct link between the transmitter

and the receiver, nor between the relay nodes.

Theorem 2 Assume a single-antenna half-duplex parallel relay scienaith K non-interfering relays.
The proposed SM scheme with= BK, S = BK + 1, the path sequence

QE(QI7"'7QK7q17"'7QK7"'7q17"'7QK)

whereq;, = (0, k, K 4+ 1) and the timing sequencg; =i + j — 1 achieves the diversity gain

dRS,NI<T) = max {0, K (1 - 7’) - %} y (17)

which achieves the optimum DM tradeoff curyg;(r) = K(1 —r)* as B — oo.

Proof: First, according to the cut-set bound theorem [9], the ptmfoint capacity of the uplink
channel (the channel from the transmitter to the relayshisigper-bound on the achievable rate of the
network. Accordingly, the diversity-multiplexing curvé a 1 x K SIMO system which is a straight line
(from multiplexing gainl to the diversity gaink’, i.e. d,,.(r) = K(1 —r)") is an upper-bound on the
DMT of the network. Now, we prove that the proposed RS scherheeges the upper-bound on the DMT
for asymptotically large values .

As the relay pairs are non-interfering € £ < K : {k, (k mod K) + 1} ¢ FE), the result of Theorem

1 can be applied. As a result
drs,n1(r) = mi@ZMe; (18)

BK
whereR =< p|1>p> O,Z max

1<j<2 M{Q(iﬂ) mod K+1(7),4(i—1) mod K+1(—1)

} > BK — (BK + 1)r}. Hence,
we have
1 \ @
BE(1—r—gor] < BZmaX{M{Ok} pisiay} < B Y pe, (19)

eeE

where (a) results from the fact that every path is usedB times in the path sequence. Hence, DMT

can be lower-bounded as

dRSNI()>K(1—T’—%T)+. (20)
On the other hand, considering the vecfpr= [fi.].cp WhereVl < k < K : oy = (1 — 71— WT)J’_
andVk, k' # 0 : i1y = 0, it is easy to verify thafi € R. Hence,
1 +
drsni(r) <Y jie = K <1—r—ﬁr) . (21)

eeE

Combining [20) and[{21) completes the proof. [
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Remark -Note that as long as the induced sub-grapltzobn the relay nodeg$1, 2, ..., K} includes
a Hamiltonian cycl@, the result of Theorem 2 remains valid. However, the pathss, ..., qx should

be permuted in the path sequence according to their ordenmthe Hamiltonian cycle.

According to [17), we observe that the RS scheme achieves@xémum multiplexing gain — B;H
and the maximum diversity gaiff, respectively, for the setup of non-interfering relaysnkks it achieves
the maximum diversity gain for any finite value 8% Also, knowing that no signal is sent to the receiver
in the first slot, the RS scheme achieves the maximum possiblgplexing gain. Figure[(2) shows the

DMT of the scheme for the case of non-interfering relays aadous values of” and B.

AXRXAXRXARAN
| L U U L L

I
I

I

|
ArhrAEDDPOD
WWwwwww
IR R
©RAN®OAN

Diversity Gain

-0.5 i i i i i
0 0.2 0.4 0.6 0.8 1

Multiplexing Gain

Fig. 2. DMT of RS scheme in parallel relay network for bothtérfering” and “non-interfering” relaying scenarios arat flifferent values
of K, B.

B. General Case

In this section, we study the performance of the RS schemeneml single-antenna multi-hop wireless
networks and derive a lower bound on the corresponding DNt$t,Fve show that the RS scheme with
the parameters defined in Theorem 2 achieves the optimum DMThe single-antenna parallel-relay
networks when there is no direct link between the transmétel the receiver. Then, we generalize the
statement and provide a lower-bound on the DMT of the RS sehfemthe more general case.

As stated in the section “System Model”, throughout the tvop-network analysis, we slightly modify

our notations to simplify the derivations. Specificallye tbutput vector at the transmitter, the input and

®A Hamiltonian cycle is a simple cyclév:, vs, - - - , vk, v1) that goes exactly one time through each vertex of the gr&. |
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Fig. 3.  An example of the half-duplex parallel relay netwseup, relay node$l, 2} are disconnected from relay nodgs3, 4}.

the output vectors at th&'th relay, and the input vector at the receiver are denoted,as., t, and
y, respectively.h, and g, represent the channel gain between the transmitter and’therelay and
the channel gain between thiéth relay and the destination, respectively:) and (b) are defined as
(k) = (k—2) mod K)+ 1 and(b) = b — L(iK)J. Finally, iy, n;, z, and oy, denote the channel gain
between thet’th and the (k)'th relay nodes, the noise at théth relay and at the receiver, and the
amplification coefficient at thé’th relay.

Figure [3) shows a realization of this setup witrelays. As observed, the relay gét 2} is disconnected
from the relay sef3,4}. In general, the output signal of any relay nadesuch that{k,k'} € E can
interfere on the received signal of relay nadeHowever, in Theorem 3, the RS scheme is applied with
the same parameters as in Theorem 2. Hence, when the treerssisending signal to the'th relay in
a time-slot, just theék)'th relay is simultaneously transmitting and interferesreg £’th relay side. As an

example, for the scenario shown in figuké (3), we have

ri = hix+ 4ty + 1y,

ro — hQX “+ ns.

However, for the sake of simplicity, in the proof of the fallmg theorem, we assume that all the relays

interfere with each other. Hence, at th¢h relay, we have

r = hpX + gyt + 0. (22)

P . .
P(|hk|2+‘i(k)‘ )+1
However, according to the signal boosting constraint inedasn the RS scheme, we hdug| < 1. Hence,

According to the output power constraint, the amplificatoefficient is bounded asg, <
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the amplification coefficient is equal to

P
aj = min | 1, ) (23)

P <‘hk|2 + ‘i(k)‘Q) +1

In this manner, it is guaranteed that the noise terms of tfierent relays are not boosted throughout the
network. This is achieved at the cost of working with the otitpower less thar®. On the other hand,
we know that almost sureHr |hk|2 , }i(k)}z <1. Hence, almost surely we have = 1. This point will be
elaborated further in the proof of the Theorem. Now, we prDW&T optimality of the RS scheme for

general single-antenna parallel-relay networks.

Theorem 3 Consider a single-antenna half-duplex parallel relay nativwith K > 1 interfering relays
when there is no direct link between the transmitter and dweiver. The diversity gain of the RS scheme
with the parameters defined in Theorem 2 is lower-bounded as

dps.r(r) > max {0, K(1-7r)— %} . (24)

Furthermore, the RS scheme achieves the optimum BMTr) = K(1 —r) as B — .

Proof: First, we show that the entire channel matrix is equivalera tower triangular matrix. Let
us definex; ., 0y i, ok, tok, Zo i, Yo, @S the portion of signals that is sent or received in kltle slot of

the b'th sub-block. At the receiver side, we have

Yok = 9)bor + Zok

= 9k X k) Z Po—b1 k1 (h’klxthﬂ + nbl,kl) + Zp k- (25)

1<b1<b,1<k1 <K

b1 K+k1<bK+k
Here, p, 11, has the following recursive formulpy .. = 1, poir, = i) (k) P), k)5 - DEfiNiNg the
squareBK x BK matricesG = Iz @ diag{g1,92, - ,9x}, H = Ip ® diag{hy, ha, -+, hx}, Q =

IB & diag{a17a27 e ,CYK}, and

1 0 0 0
Do,2,1 1 0 0
F= D0,3,1 P0,3,2 1 0 ) (26)
PB-1,K1 PB-1,K2 --- PoK,K-1 1

"By almost surely, we mean its probability is greater than P~?, for any value of§ > 0.
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where @ is the Kronecker product [28] of matrices adg is the B x B identity matrix, and the

BK x 1 vectorsx (s) = [z11(s), 712(5), -, 2.k ()T, n(s) = [n11(s),n12(5), -, npr(s)], z(s) =
[212(5), 213(8), -+ s 2B (s)]T, andy (s) = [y12(s), y1.3(s), -+ yp1.a(s)]T, we have
y(s)=GQF (Hx(s) +n(s))+z(s). (27)

Here, we observe that the matrix of the entire channel isvatgnt to a lower triangular matrix of size
BK x BK for a MIMO system with a colored noise. The probability of age of such a channel for

the multiplexing gain- is defined as
P{&} =P {log|Ipx + PHyHIP,'| < (BK + 1)rlog (P)}, (28)

whereP,, = Ipx + GQFFEIQIGH, andHyr = GQFH. Assume|h,|? = P77, |gi|*> = P77, |ix]* =
P~ andR as the region irR3*X that defines the outage eventin terms of the vectofu®, v7, w?]7,
]T

wherep = [papis - )" v = g vk ,w = [wiws - - -wg]”. The probability distribution function

(and also the inverse of the cumulative distribution fumctidecays exponentially @82 for positive
values ofd. Hence, the outage regidR is almost surely equal t® . = R R3*. Now, we have

(a
]P){g} < ]P){|HT|2 |Pn|_1 < P—BK(l—r)-l-r}

(®) = , BKlog(3) +log P,
< P{—BZuk+uk—mm{O,,uk,uJ(k)}— gl<og)(P)g| ‘g—BK(l—r%H“

k=1

=

(c) ] B2K? 41 K
< P —BKOg[3< i )]+BK(1—7’)—TSBZMR%—I/k,uk,Vk,wk20 . (29)
log(P) P

Here, (a) follows from the fact that for a positive semidefinite matAx we havell + A| > |A| and (b)

follows from the fact that

P 1
2 : - : Juis W(k)
|| —mln{l, T~ o 1} > 3rnm {1, P, P Pow}

and assuming’ is large enough such th& > 1. Finally, (¢) is proved as follows:
As |ag] < 1, we concludep,, ., < 1. Hence, the sum of the entries of each rowHE” is less

than B2 K2. Now, consider a matriA which has the property that for evetya;; > >, |a; |. Hence,

i

for every vectorx, we havex”Ax > 37, a; ;|27 + |ai ;|7 + 2|ai jleixy; = 3, |ai ] (x: + ;)2 >0

and as a resulf is positive semidefinite. Accordingly, we conclude tHF” < B?K?Igx. Knowing
P{R} =P{R,}, and conditioned orR ,, we haveP,, < Ipx + B?K’GQQYGHY x (B*K? + 1) Ipk.
Moreover, conditioned ofR ., we havemin {0, yu,, wi) } = 0. This completes the proof df:).

On the other hand, for vectors', v°, w® > 0, we haveP {u > p°, v > 10 w > W} = pL (0 +e)
Similar to the proof of Theorem 1, by taking derivative witespect tou,v, we havef, . (p,v) =

_ log[3(B2K2+1)] — -, the new regionRk

P~t+v) Defining the lower bound, asl, = e P) (1—7) — 5=,
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asR = {pm,v>0+1-(p+v)>1l}, the cubeZ asZ = 0, K1o]**, and for1 < i < 2K, I¢ =
0,00)"! x [Kly, 00) x [0,00)?K~%, we observe

P{&} (s) P{R}

T 71T > c
< [@nlfu,y(u,u)dudv—l—;?’{[u U] eRﬂIi}
- min 1 (py + o)
< vol(Rnyp W] ernz + 2K pKio
(i) P—Klo
- plrO-n-%] (30)

Here, (a) follows from (29) and(b) follows from the fact thatk () Z is a bounded region whose volume
is independent of. (30) completes the proof. [ |

Remark -The argument in Theorem 3 is valid no matter what the induceplgofG on the relay nodes
is. More precisely, the DMT of the RS scheme can be lower-tedras[(24) as long &9, K + 1} ¢ E
and {0,k} ,{K + 1,k} € E. One special case is that the induced subgrapli-ain the relay nodes
includes a Hamiltonian cycle which is analyzed in Theoreri@re, we observe that the lower-bound on
DMT derived in [24) is tight as shown in Theorem 2.

Figure [2) shows the DMT of the RS scheme for varying numbefkoénd B. Noting the proof of
Theorem 3, we can easily generalize the result of Theorend3eovide a lower-bound on the DMT of

the RS scheme for general single-antenna multi-hop meltiglay networks.

Theorem 4 Consider a half-duplex single-antenna multiple-relaywak with the connectivity graph
G = (V, E) operated under the RS scheme witlpaths,S slots, and the path sequenge, ps, ..., pL)-
Defining 5. for eache € E as the number of paths in the path sequence that go threutiten the DMT

of the RS scheme is lower-bounded as
+
ds(r) > —= (1 - i) | (31)

Proof: First, similar to the proof of Theorem 3, we show that the renthannel matrix is lower

triangular. At the receiver side, we have

l;
Yicrri = | [ o mi-0y X0 + > figXoi+ D ijmDim: (32)

j=1 j<i j<i,m<l;
Here,x; is the vector transmitted at the transmitter side duringsth#h slot as the input for thé'th path,
Yk+1, 1S the vector received at the receiver side duringsthgth slot as the output foi'th path, f; ; is the

interference coefficient which relates the input of jfte path (j < ) to the output of the'th path,n; ,,
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is the noise vector during the ,,,'th slot at thep;(m)’th node, and finallyg; « ,,, is the coefficient which
relatesny ,, to yx1,. Note that as the timing sequence satisfies the noncausalergnce assumption,
the summation terms if_(B2) do not exceedMoreover, for the sake of brevity, we defing, = 1.
Defining x(s) = [zo.1 (s) 02 (s) -+ 2o ()], ¥(s) = [yxsr1 (5) yrcp12 () -+ yr 1.2 (5)], andn(s) =

[n1.1 (s)n1s (s)---nry, (s)]7, we have the following equivalent lower-triangular matnigtween the end

nodes:
y(s) = Hrx(s) + Qn(s). (33)
Here,
fix 0 0
0o ...
e R (34)
fL,1 fL,z fL,L
l;
where fi; = | [ 7pui).0i-1y i, and
j=1
¢ia1 - @i O 0 0
Q- Q2,'1,1 | Q2,'1,l1 | Q2,l2,12 | | ‘ (35)
qri1 49L12 - .- ceewe. qrLrpip-1 4L.L

Let us define for every € E, p. such thath.|* = P~"<. First, we observe that similar to the proof of the
theoreniB, it can be shown that; = 1 with probability H and also show that there exists a constant
which depends just on the topology of the gra@hand the path sequence such tRat= QQ < cI;.

Hence, similar to the arguments in the equation sefiels (88)putage probability can be bounded as

P{&} = P{|I,+ PH;H]P,'| < P}
< P{[Hg|[Hf| < P¥7F}

= ]P){Zﬁe,ue EL—ST}

ecEl

- P{MEO,Zﬁeuez (L—STW}’ (36)
eeE

wheref, is the number of paths in the path sequence that pass throWga knowP {p > p°} = P~1+,
Computing the derivative, we havg,(pn) = P~ DefiningR = {pu >0, Bepte > (L — Sr)*}

8More precisely, with probability greater than— P2, for any § > 0.
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and applying the results of equation series (30), we obtain

1 (D)
. -minl-p  ————— — =T
P{e} < p wek U@ p maxepf \ L/ (37)

where (a) follows from the fact that for everys € R, (L — S7)" < 3. Bete < maXeer Be D e He

and on the other hand, defining* such thatu*(é) = (L‘Bﬂ where é = argmax 3, and otherwise
N eeE
p(e) =0, we havep* € R and1- p* = L (1— ¥r)". (32) completes the proof. m

C. Multiple-Access Multiple-Relay Scenario

In this subsection, we generalize the result of Theorem Bdanultiple-access scenario aided by multi-
ple relay nodes. Here, similar to Theorem 3, we assume thee th no direct link between each transmitter
and the receiver. However, no restriction is imposed on tigeiéed subgraph aff on the relay nodes.

Assuming havingV/ transmitters, we show that for the rate sequendeg(P), r; log(P), ..., log(P),

in the asymptotic case d8 — oo, the RS scheme achieves the diversity g&jfy yrac (71,72, ..., rm) =
+
K (1 M rm) , Which is shown to be optimum due to the cut-set bound on thgetbetween the

relays and the receiver. Here, the notations are slightlgifiead compared to the ones used in Theorem
3 to emphasize the fact that multiple signals are transchitiem multiple transmitters. Throughout this
subsection and the next one,, and h,, denote the transmitted vector at theth transmitter and the
Rayleigh channel coefficient between theth transmitter and thé’th relay, respectively. Hence, at the

received side of thé’th relay, we have
M

r, = Z hm7ka + ’i(k)t(k) + ng. (38)

m=1

Here, x,, is the transmitted vector of thei’'th sender. The amplification coefficient at th&h relay is

set to

P
. 2
P (fozl e + [ | ) +1

Here, the RS scheme is applied with the same path sequencénang sequence as in the case of

(39)

o =min 1,

Theorem 2 and 3. However, it should be mentioned that, in tireent case, during the slots that the
transmitter is supposed to transmit the signal, i.e. insth&h slot, all the transmitters send their signals
coherently. Moreover, at the receiver side, after recgitime BK vectors corresponding to the outputs
of the BK paths, the destination node decodes the messages, .. .,wy by joint typical decoding of

the received vectors in the correspondiBgl slots and the transmitted signal of all the transmittees, i.
in the same way that joint typical decoding works in the npldtiaccess setup [9]. Now, we prove the

main result of this subsection.
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Theorem 5 Consider a multiple-access channel consistingbfransmitting nodes aided bl > 1 half-
duplex relays. Assume there is no direct link between thestratters and the receiver. The RS scheme

with the path sequence and timing sequence defined in Thed@eand 3 achieves a diversity gain of

M EM . +
m=1"'m
drsmac(ri,72, ... Ta) > [K (1 —mzzfm> -= 5 | (40)
wherery,ry, ..., r) are the rates corresponding to users2, ..., M. Moreover, asB — oo, it achieves
. - - +
the optimum DMT which i8¢ avrac(ri, re, ..., rm) = K (1 — Zn”le rm> :
Proof: At the receiver side, we have
Yok = 9bor t Zok
M
= Jk)Qrk) Z Db—by kb (Z P ey Ximby k1 + nbl,k1> + Zp ks
1<b1 <b,1<k1 <K m=1
b1 K+k1<bK+k
(41)

wherep, ;. 1, is defined in the proof of Theorem 3 amg}, , . represents the transmitted signal of th&h
sender in the'th slot of theb'th sub-block. Similar to[(27), we have

M
y (s) = GOQF <Z H,.x (s) +n (8)> +z(s), (42)
m=1
Whel’e Hm = IB (029 dlag{hm,la hm,27 ) hm,K}l Xm (8) - [xm,l,l(s)u xm,l,?(s)u Tt 7'Tm,B,K<S)]T! and

vs, N, 7z, G, Q, F are defined in the proof of Theorem 3. Similarly, we obsena the entire channel
from each of the transmitters to the receiver acts as a MIM@nohl with a lower triangular matrix of
size BK x BK.

Here, the outage event occurs whenever there exists a sfibse{1,2,..., M} of the transmitters

such that
I'(xs(s);y(s)|xse(s)) < (BK +1) (Z m) log(P). (43)
meS
This event is equivalent to
log |Ipx + PH-HIP'| < (BK +1) (Z rm> log (P). (44)
meS

whereP,, is defined in the proof of Theorem B = GQFHg, and

Hs =Tz @diag? > |hmal®s [ 1m0 D Nkl ¢ - (45)
meS meS meS
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Defining such an event & and the outage event & we have

P{£} = P U Es

SC{1,2,..,M}
< Y. P{&}
SC{1,2,..,M}

< (M —1 P
B0 s g 15}

= Sg{rlr,l;?.}.(.,l\/[} P{&s}. (46)

Hence, it is sufficient to upper-bour®l{Es} for all S.

Defining Hs = I ® diag{max,es [him1| , maxmes [Amal -+, maxmes |hmx|}, we haveHsHE <
HsHZ. Therefore,
P{&} < P {log )IBK + PGQFHSHEFIQYGHP ! < (BK +1) (Z rm> log (P }
meS
s P{és}. (47)

Assumemax,,cs |hm x> = P7#*, and|gi|* = P~, |ix|* = P~*, and R as the region k3" that
defines the outage evefit in terms of the vectofu”,v”, w”]". As P {R R } = P~ we have
P{R} =P{R,;} whereR, = R(R3*X. Rewriting the equation series ¢f{29), we have

p{&h < P{—BKlog[?’g([;“”+BK<1—Z ) ZrmSBZMH%

meS mesS

ey Vi Wi > 0}- (48)

On the other hand, a§h,, ;. }'s are independent random variables, we conclude thap:for? w® >
0, we haveP{u > u’ v >0 w > w = pr(SIK+°++)  Similar to the proof of Theorem 3,
by computing the derivative with respect jo v, we havef, , (u,v) = P~1SIkt¥) Defining the

log[3(B2K2+1)] Smes Tm h R 5
—er (1= ,cs™m) — =22 the new regionR as R =
{pm,v>0%1-(p+v)>1l}, the cubeZ asZ = [0, K1o]**, and for1l < i < 2K, I¢ = [0,00)"" ! x

lower boundl, asl, = —

[Kly, 00) x [0,00)*~%, we observe
(a)

P {53} < P{R)
2K
/7é o ) dp + 3 (W ) e RO T}

A ~ min_ 1-(|S|p+v)
VOl(RNZ)P [wVIERNT + 2K P~ Kl

IN

2 A

P—Klo

p‘[K(l—Zmes T"L)_W]. (49)
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Here, (a) follows from[(Z8) and (b) follows from the fact tHat{"Z is a bounded region whose volume
is independent of”. Comparing[(46),[(47) and_(#9), we observe

P{E} < P{Es}< p g )& p[F-Ti ) Eig] (50)
{ }_sg{rilzz?f}f,M} { S}_sg{rll,lffM} { S}_ '

+
Next, we prove thatk’ <1 — ZM_ rm> is the upper-bound on the diversity gain of the system corre-

m=1

sponding to the sequence of ratgsr,, ..., r,,. We have
P{E} > IP’{ max [ (ty,ty,... tx;y) < (Z rm> log(P } B pEO-Shm)” (51)
p(t1,t2,..,tK)

Here, (a) follows from the DMT of the point-to-point MISO al@el proved in [8]. This completes the
proof. [ |

Remark -The argument of Theorem 5 is valid for the general case inhwhity arbitrary set of relay
pairs are non-interfering.

Remark -1n the Symmetricsituation for which the multiplexing gains of all the usere aqual to say,
the lower-bound in[(40) takes a simple form. First, we obséhat the maximum multiplexing gain which

IS S|multaneously achievable by all the usersﬁ;s Noticing that no signal is sent to the receiver

BK+1

in portion of the time, we observe that the RS scheme achieeem#ximum possible symmetric

BK-‘rl
multiplexing gain for all the users. Moreover, from {40), wbserve that the RS scheme achieves the
maximum diversity gain ofK for any finite value ofB, which turns out to be tight as well. Finally,
the lower-bound on the DMT of the RS scheme is simplified &o(1 — Mr) — —] for the Symmetric

situation.

D. Multiple-Access Single Relay Scenario

As we observe, the arguments of Theorems 2, 3 and 5 concedNhig optimality of the RS scheme
are valid for the scenario of having multiple relays ¢ 1). Indeed, for the single relay scenario, the RS
scheme is reduced to the simple amplify-and-forward ragym which the relay listens to the transmitter
in the first half of the frame and transmits the amplified \@1f the received signal in the second half.
However, like the case of non-interfering relays studiedlig], the DMT optimality arguments are no

longer valid. On the other hand, the DDF scheme by [5] aclkig¢lie optimum DMT for this scenario.

Theorem 6 Consider a multiple-access channel consistinglMdftransmitting nodes aided by a single
half-duplex relay. Assume that all the network nodes arepgea with a single antenna and there is
no direct link between the transmitters and the receivee @mplify-and-forward scheme achieves the
following DMT

Iy +
darmac(risre, ... ra) = <1—227’m> : (52)
m=1
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However, the optimum DMT of the network is

ZM , +
d T Ty Ty) = |1 — —=m=l ™ 53
mac(r1, 7o M) ( 1—2%:17“m> (53)

which is achievable by the DDF scheme of [5].

Proof: First, we show that the DMT of the AF scheme follows](52). A¢ tieceiver side, we have

M
y =g« (Z P X + n) + z, (54)

m=1

where h,, is the channel gain between the'th transmitter and the relay; is the down-link channel

gain, anda = \/PZM ’fh 0% is the amplification coefficient. Defining the outage evE€atfor a set
m=1 """ y

S C{1,2,..., M}, similar to the case of Theorem 5, we have

P{&&} = P {1 (xs;y|xsc) < 2 (Z rm> log(P)}

meS

— P {log (1 + P (Z |hm|2> g |ef® (0.5+0.5]g]” |a|2)_1> <2 (Z rm> log(P)}
meS meS

= P{(Zs|hm|2> 9] |a|2m1n{ |1| B } (1‘2Zmes7"ﬂ1)}

g
- P{ZVZ <P 122mesrvn}

P | ‘2 ( ‘hm‘2> min ¢ P, < P_(1_2Zmes Tvrz)}
{g = { 2(zm:1|hm| )}

= IED{|h7n|2 S P_<1_2Zmesrm)} _|_

meS
]P{|g‘2 (Z |hm‘2> S P_2(1_Z7n687“m)} _'_
meS
IP{M > s ! < 2P—(1—2zm€$rm)}. 55
> et [

To compute the second term in{55), we have

P {|g|2 (Z |hm|2> < e} <P{lgP |hml” <€} =€ (56)

meS

On the other hand, we have

P {IgV (Z \hm\2> < } >P{lgf’ <e} [] P{|hm|2 < %} = . (57)

meS meS
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Putting [56) and[(37) together, we have

P {|g|2 <Z |hm|2> < 6} = e (58)
mesS

Now, to compute the third term ih_(b5), we observe

. 2 ZZmeS|m| (b)
et el <) 2o e

Here, (a) follows from the fact that with probablllty one (more pregig with a probability greater than
1 — P~ for everys > 0), we have|h,,|<1 and (b) follows from (58). As a result

P{| 2 Zmes [ml” zmesw hl® } .. (50)

S bl T
From [55), [58), and(39), we have

P{gs} - P_‘S|(1_2Z7n68 Tm)+ _|_ P_2(1_Z77LES Tm)+ _|_ P_(1_2Z7n68 Tm)+ = P—(l—QZmes Tm)+‘ (60)
Observing [(6D) and applying the argument[of] (46), we have

- = p(12 sl )t
P{&} Sg{rlr,l;?(.,J\/l}P{gS} P ) (61)

This completes the proof for the AF scheme. Now, to compueeDMT of the DDF scheme, let us
assume that the relay listens to the transmitted signalh®t portion of the time. Hence, we have
m ) log( P
l—mind1, max (Xmes rm) log 2) . (62)
The outage event occurs whenever the relay can not transenieencoded information in the remaining

portion of the time. Hence, we have

IP’{é'}iIP’{(l—l)log( +1g)*P) < (Zrm>log } (63)

Assuming|h,,|*> = P7#= and|g|?> = P, at high SNR, we have

[ ~ min {1, max Z"TES fm } (64)

SC{1,2,.M} 1 — min,,es tm

Equivalently, an outage event occurs whenever

<1 —  max Z”TES fm ) 1—v) Z Trn- (65)

Sc{1,2,...M} 1 — mines fhm

We are looking for the vector poift,, us, . . ., par, v] in the outage regiofR, i.e. the region that satisfies
@3), for whichv +>>Y_ 11, is minimized. To find such a point, let us assume that the sufjstakes
the maximum value in((65). Defining = Zif:l ry andp = fozl tm, WE have

R@(1— E”?G‘Sorm )(1—1/)><1—1i)(1—1/). (66)

1- MiNpmes, m
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Here, (a) follows from (63). Equivalently,
@ (1-=w-vr) 1—p—v

R . 67
TU-w+-v)  A-@+ -7 ©D

Here, (a) follows from (686). It can be easily checked thatl(67) is eglént to
R>(1—-R)(1—p—v). (68)

which means thaﬁo, 0,...,0,v+ Zifle Mm} also satisfied (65). Hence, having the ve§tor uo, . . ., pas, V]
in the outage region, we can conclude tI[(atO, L0 v+ Zn”le Mm} € R. Applying the same argument

as in the proof of Theorem 5, we have

]P){g} = P{[ul,MQ,...,uM,I/] S R}
= P_(min[ﬂl,uzv-wM’“]ERV+E%:1‘um)

KN P—(min[o,o,...,o,u]eR V)

- p (B (69)

This completes the proof for the DMT analysis of the DDF schem

Next, we prove that the DDF scheme achieves the optimum DMTh& channel from the transmitters
to the receiver is a degraded version of the channel betweerransmitters and the relay, similar to
the argument of [29] for the case of single-source singl@yreve can easily show that the decode-and-
forward strategy achieves the capacity of the network faheaealization of channels. Now, consider
the realization in which for allm we have, |h,,|* < L. As we know,P {¥m : |, < &} = L
Let us assume the optimum decode-and-forward strategydsgeportion of the time to listen to the
transmitters’ signal. According to the Fano inequality, [@]order that the probability of error in decoding
the transmitters’ message at the relay side goes to zerohaa@ds havel log (1 + ? fozl \hm\z) e
<E%:1 rm> log(P). Accordingly, we should havé > fo:l rm. ONn the other hand, in order that
the receiver can decode the relay’s message with a vanighmoigability of error in the remaining
portion of the time, we should hav@ — 1) log (1 + <& [g°) 2 M r,.. Hence, we havé {£} >

m=1
2 _<1_%) 2 1 - —(PW) : .
P< lgl” <cP Fimmirm S Nm by |t < 57 0 = P "Zm=1m/ wherec is a constant. This com-
pletes the proof. [ |
Figure[4 shows DMT of the AF scheme and the DDF scheme for pleliccess single relay setup

consisting ofM = 2 transmitters assumin§ymmetricsituation, i.e.r; = r, = r.
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consisting of M = 2 transmitters assumin§ymmetridransmission, i.er; = ro = 7.

V. MAXIMUM DIVERSITY ACHIEVABILITY PROOF INGENERAL MULTI-HOP MULTIPLE-ANTENNA

SCENARIO

In this section, we consider our proposed RS scheme and fnavé achieves the maximum diversity
gain between two end-points in a general multiple-antenohi#mop network (no additional constraints
imposed). However, in this general scenario, it can noteaghthe optimum DMT. Indeed, we show that
in order to achieve the optimum DMT, in some scenarios, Iplgtinterfering nodes have to transmit

together during the same slot.

Theorem 7 Consider a relay network with the connectivity graph= (V, E') and K relays. Each two

adjacent nodes are connected through a Rayleigh-fadingnodla All the network nodes are equipped
with multiple antennas. The proposed RS scheme achieveptineum diversity gain when the length of
path sequence is above a certain threshold. More precisaly, is above a certain threshold, the path

sequence can be selected such that the proposed RS schamesch
dg = mSin wa(S), (70)
WhereS is a cut-set onG.

Proof: First, we show thati; is indeed an upper-bound on the diversity-gain of the neéiwdo

show this, we do not consider the half-duplex nature of the&yraodes and assume that they operate in
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full-duplex mode. Consider a cut-s§ton GG. We have

(a)
P{} = P{I(X(S):;Y(S)]X(8)) <7}

® P{Z](X(S);Yk|Y(SC/{1,2,...,k}),X(SC)) <7’}

keSe

—

—
Ve

[Ir {I(X (8); Yl X (5)) < |Sc|}

keSe

—
RSH
=

H p-HeeElkeeens#o}
keSe

= pwe®), (71)
Here,(a) follows from the cut-set bound theorem [9] and the fact toatlie rates above the capacity, the
error probability approaches one (according to Fano inggya)), (b) follows from the joint mutual in-
formation equality ( [9]),(c) follows from the fact thatYy, X ({0,1,..., K +1}),Y (8°/{1,2,...,k}))
form a markov chain [9] and as aresult,X (S);Y,|Y (8¢/{1,2,...,k}), X (89)) < I (X (S) ;Y| X (89)),
and finally (d) follows from the diversity gain of the MISO channel. Hences have

P{£} >p~minsw(S), (72)

Now, we prove that this bound is indeed achievable by the Rferse. First, we provide the path
sequence needed to achieve the maximum diversity gain.i@snthe graphG; = (V, E,w) with the
same set of vertices and edges as the gr@@nd the weight functiom on the edges as,,, = NoVp.
Consider the maximum-flow algorithm [27] @i from the source node to the sink nodex + 1. Since
the weight function is integer over the edges, accordinghto Ford-Fulkerson Theorem [27], one can
achieve the maximum flow which is equal to the minimum cutCbbor dg by the union of elements
of a sequencép,, ps, ..., pq.) Of paths. We show that this family of paths are sufficient thieme the
optimum diversity. Here, we do not consider the problem ¢édeng the path timing sequende; ;}.
We just assume that a timing sequersg;} with the 4 requirements defined in the third section exists.
However, it should be noted that as we consider the maximuerslty optimality throughout the theorem,
we are not concerned Wit%. Hence, we can select the path timing sequence such thatmpatlis cause
interference on each other.

At the receiver side, we have

Y+1: = HK—}-I,pi(li—l)ai,li—lUiJi—ali(li—l),pi(li—2)ai,li—2Ui,li—2 e 'Oéi,1Ui,1Hpi(1),oXo7i +
j<i j<i,m<l;

Here,x,; is the vector transmitted at the transmitter side duringsth&h slot as the input for the’th

path,yx 1, is the vector received at the receiver side duringsthgth slot as the output foi'th path, X, ;
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is the interference matrix which relates the input of fhie path (j < 7) to the output of the’th path,n; ,,
is the noise vector during the ,,’th slot at thep;(m)’'th node of the network, and finall{Q; x .., is the
matrix which relatesy, ,,, to yx1,. Notice that as the timing sequence satisfies the noncanisalarence
assumption, the summation terms[inl(73) do not exde@kfiningx(s) = [x{, (s)x{, (s)---x{ | (s)}T,
y(s) = [Yhi11 (8) ¥k (8) ykiis (9], andn(s) = [n], (s)nf, (s)---nl, (s)]", we have the

following equivalent block lower-triangular matrix betem the end nodes

y(s) = Hrx(s) + Qn(s). (74)
Here,
X1 O 0
X X o ...
Hp=| 0 72 7 ] (75)
XL,l XL,Z XL,L

whereX;; = Hx 1 p,0:-1) 1,1 Ui g, -1 Hp,0:-1) pi -2 @i 1,2 Ui -2 - - - @i 1 U 1 Hy, (1) 0, @nd

Q1,1,1 . Ql,l,ll 0 0 0
. Lo 0
Q _ Q2.,1,1 . Q2.,1,l . Q2:2,lz . (76)
QL,l,l QL,1,2 cee s cee QL,L,lL—l QL,L,lL
Hence, the outage probability can be bounded as
P{£} < P{|I,+ PH;H{P | <25}, (77)

whereP,, = QQ. First, similar to the proof of theoref 3, we can show that = 1 with probability H
and also show that there exists a constamnhich depends just on the topology of graghand the path se-
quence such tha,, < cI;. Assume for eacRa, b} € E, \ax (Hap) = P70, wherel,,.x (A) denotes
the greatest eigenvalue AfA". Also, assume” . (H,.41).0.0)1) Ui Vimax Hip,(ypig-1)3) = P77
wherev, .x (A) andv, ... (A) denote the left and the right eigenvectorsfotorresponding to\,.. (A).
Since the left and the right unitary matrices resulting fritv@ SVD of an i.i.d. complex Gaussian matrix
is independent of its singular value matrix [30] abid; is an independent uniformly distributed unitary

matrix, we conclude thaf.} are jointly independent random variables. From the

e€E {Vivj}lgigL,lgjdi
singular values probability distribution analysis in [8]e can easily prové® {yu, > ul} = pNaNope —
P~ve, Similarly, asU, ; is uniformly distributed, it can be shown thBt{v(i, j) > vy(i,j)} = P09,

Hence, definingu = [u.)!., andv = [v;j]1 i/ 1<, We have

P{p > po,v > vo} = PEVIVH, (78)

®More precisely, with probability greater than— P~° for any § > 0.
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Now, we can bound the outage probability as

16 = P () < 05—
< P {Amax (Hp) <c (25 1) P!}
<

i=1

L 1 1;—1 c (2Sr o 1)
< P {ﬂ (Z Py + D Vi = 1 —log f> } (79)
1 \j=1 j=1

Let us defineR as the region inRIZFXi1b6-L of the vectors[uTuT}T such that for alll < i < L,

we haveZé?':1 Ppi(G),pi =10} + Zéf;l v;; > 1. Using the same argument as in the proof of Theorem
Lo - Lo

B, we conclude thaP {R} = P{RQR‘EHE:”Z L}. Hence, definingR, = RORT==""" and

dy= min w-u+1-v which can be easily verified to be bounded, and applying theessrgument

[WTvT]TeR
as in the proof of Theorem 3, we have

P{E}<P{R,} = P, (80)

To complete the proof, we have to show tligt= ds. The value ofd, is obtained from the following
linear programming optimization problem

min w-pu+1-v (81)
l; li—1

st =00 >0.ViY fup ) pg-n) + ) vig > 1

j=1 j=1
According to the argument of linear programming [31], théuson of the above linear programming

problem is equal to the solution of the dual problem which is
L
max Zfz (82)
i=1

st. 0<f<1VeeE Y fi<uw.

eep;
Let us consider the solutiofy = 1 for (82). As the path sequence:, p, ..., pr) consists of the paths

that form the maximum flow ir;, we conclude that for every € E, we havez 1 < w,. Hence(fj is

1,eEDP;
a feasible solution fo(82). On the other hand, as for alsifda solutions we havef < 1, we conclude

that f, maximizes[(8R). Hence, we have
L b
do=min w-p+1-v@max 3 fi=1%ds (83)
=1
Here, (a) results from duality of the primal and dual linear programgproblems andb) results from

the Ford-Fulkerson Theorem. This completes the proof. [ |
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Theorem 7 shows that the RS scheme is capable of exploitmgniéiximum achievable diversity gain
in multiple-antenna multiple-relay wireless networks.wéwver, as the following example shows, the RS
scheme is unable to achieve the maximum multiplexing gairthen multiple-antenna multiple nodes
wireless networks.

Example-Consider a two-hop relay network consistingfof= 4 relay nodes. The transmitter and the re-
ceiver are equipped withl, = N5 = 2 antennas while each of the relays has a single receivingfirdting
antenna. There exists no direct link between the transnatid the receiver, i.€.0,5} ¢ E. For the sake
of simplicity, assume that the relays are non-interfering, 1 < a < 4,1 < b < 4,{a,b} ¢ E. Let
us partition the set of relays int§, = {1,2},S; = {3,4}. Consider the following amplify-and-forward
strategy: In thei'th time slot, the relay nodes i, ,,,q 2 transmit what they have received in the last
time slot, while the relay nodes ifi; ;1) mod 2 receive the transmitter’s signal. It can be easily verified
that this scheme achieves a maximum multiplexing gaimof 2. However, the proposed RS scheme

achieves a maximum multiplexing gain of = 1.

VI. CONCLUSION

The setup of a multi-antenna multiple-relay network is sddEach pair of nodes are assumed to be
either connected through a quasi-static Rayleigh fadirapohl or disconnected. A new scheme, called
random sequentia(RS), based on the amplify-and-forward relaying is intrcehl for this setup. It is
proved that for the general multiple-antenna multiplexyyehetworks, the proposed scheme achieves the
maximum diversity gain. Furthermore, bounds on the ditensiultiplexing tradeoff (DMT) of the RS
scheme are derived for a general single-antenna multgidg-metwork. Specifically, 1) exact DMT of
the RS scheme is derived under the assumption of “non-eried relaying”; 2) a lower-bound is derived
on the DMT of the RS scheme (no conditions imposed). Findllyg shown that for the single-antenna
multiple-access multiple-relay network setup where thisréo direct link between the transmitter(s)
and the receiver, the RS scheme achieves the optimum dyemsitiplexing tradeoff. However, for the
multiple access single relay scenario, it is shown that tBesBheme is unable to perform optimum in

terms of the DMT, while the dynamic decode-and-forward sahgerforms optimum for this scenario.
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