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Abstract

This paper deals with the problem of cooperative commuinindor a network with multiple half-
duplex relays. Two half-duplex relaying protocols, i.amsltaneous and successive relaying protocols,
associated with two possible relay orderings for a halfleliparallel relay network are proposed. The
optimum ordering of the relays and hence the capacity of tugs&ian half-duplex parallel relay network
in high SNR scenarios is derived. Furthermore, for the diamglous relaying protocol a combined
Amplify-Forward and Decode-Forward (AF-DF) scheme is dediwhich gives a better achievable rate

with respect to other known schemes in certain ranges of SNR.

I. INTRODUCTION
A. Motivation

Wireless communication has evolved considerably beyanglsi voice based cellular technol-

ogy. Several wireless standards such as “2.5”, third, andtiggeneration cellular phone systems,
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with data transfer capabilities as a dominant feature, wisigned or currently are under
development. This tremendous growth in wireless commtinicénas motivated researchers to
extend Shannon’s Information Theory for a single user ceatmsome that involves commu-
nication among multiple users. In fact, constructing adasgale wireless data network is very
expensive. Therefore, it is important to understand howfficiently utilize the available power
and bandwidth resources.

In this regard, cooperative wireless communication hasived significant attention during
recent years due to several reasons. First, since the eec@ower decreases rapidly with
distance, the idea of multi-hopping is becoming of par@cuimportance. In multi-hopped
communication, the source exploits some intermediate s1@derelays. Then, the source sends
its message via those relays to the destination. For exanmplke sensor network, each node
not only transmits its own message, but also acts as a routpads the message from other
nodes in the network. Employing this technique can savelyagtower and increase the physical
coverage area. Second, relays can emulate some kind abdistt transmit antennas to form
spatial diversity and combat multi-path fading effect o thireless channel. For example, in
each cell, each user has a partner. Each of the two partneespsnsible for transmitting not
only its own information, but also the information of the @sponding partner, which it receives.
Indeed, each user is attempting to use the other one’s atéomwever, this is complicated by
the fact that the interuser channel is noisy.

Motivated by practical constraints, half-duplex relaysabhcannot transmit and receive at the
same time and in the same frequency band are of great impertatere, our goal is to study

and analyze the performance limits of the parallel halflexpelay network.

B. History

Basically relay channel is a three terminal network whicls wdroduced for the first time by
Van-der Meulen in 1971 [1]. The most important capacity ltestirelay channel was reported
by Cover and ElI Gamal [2] where they established the capaifitthe discrete memoryless
physically degraded relay channels, reversely degradagl ohannels, additive white Gaussian
noise (AWGN) degraded relay channels with average powestaaints, and relay channels with
feedback. However, the relay channel did not receive muemt@n and no major progress was

made toward establishing its capacity for a long time. Tleesoas were the complicated nature
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of the problem and also lack of interest in network informatiheory in general during the
1990’s when it was viewed as a purely mathematical theorl nit practical implications. That
viewpoint has changed since then with the successful imgreation of several ideas of network
information theory and considerable gain in performance¢hef systems due to application of
these techniques. Recent interest in sensor and ad hoesgneétworks has revived the interest
in studying AWGN relay networks.

Generally, there are two types of relays:

1. Full-duplex relays

that can transmit and receive at the same time and in the sageehcy band.

2. Half-duplex relays

that cannot transmit and receive at the same time and in the §&quency band.

While there might exist some radio-frequency (RF) techegjto facilitate the use of full-
duplex relays, exploiting them in general is regarded UmstBain practical systems, due to the
dynamic range of incoming and outgoing signals and the btiflemoelectric components like
circulators. Therefore, although building RF radios that@pable of receiving and transmitting
simultaneously in the same frequency band are not impassibtheory, they require precise
and expensive components and elegant design. Hence, M. éjagiepour and B. Aazhang in
[3] and [4] call half-duplex relay asCheap Relayagainst those full-duplex relay which are
really expensive.

Recently, half-duplex relaying has drawn a great deal @ndittn. Zahedi and El Gamal have
considered two different cases of frequency division Gansgelay channel and derived lower
and upper bounds on the capacity, which in turn translatagpper and lower bounds on the
minimum required energy per bit for the reliable transnuisgb]. They also derived single letter
characterization of the capacity of frequency division AW@lay channel with simple linear
relaying scheme [6], [7]. The problem of time division ralayhas also been considered by Host-
Madsen and Zhang [8]. By considering fading scenariosntakito account practical constraint
on the synchronization between source node and the relag, raodtl assuming channel state
information (CSlI), they study upper and lower bounds on thage capacity and the ergodic
capacity. In [9], Y. Liang and V. V. Veeralli present a Gaassiorthogonal relay model, in
which source transmits to the relay and destination in celahpand the relay transmits to the

destination in channel 2, with channels 1 and 2 being orthaliged in the time-frequency plane
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in order to satisfy practical constraints (Figure 1).

Ps3 T P2

P1

Fig. 1. Orthogonal relay channel model.

They split the total available channel resource (time anwbadth) into the two orthogonal
channels, and considering the resource allocation to tbech@nnels as a design parameter that
needs to be optimized. The main focus of their analysis ishercase where the source-to-relay
channel is better than the source-to-destination chafimely show that when the SNR of the
relay-to-destination channel is less than a given threklogitimizing resource allocation causes
the lower and upper bounds coincide with each other.

There are also several works on multi-relay channel in tieedfure. Schein in [11] established
upper and lower bounds on the capacity of a full-dulex para#lay channel where the channel
consists of a source, two relays and a destination, with nectiink between the sender and

the receiver (Figure 2).

Relayl

Source Destination

Relay?2

Fig. 2. Parallel relay channel.

The upper bound on the capacity of the parallel relay charsnbased on the cut-set upper
bound and the lower bounds are based on the block Markov dedrdiormation coding schemes.
Generally, the best rate they achieved for the full-duplexissian parallel relay channel is based
on Decode-Forward (DF) or Amplify-Forward (AF) with time aimg [11]. Xie and Kumar
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generalized the block Markov encoding scheme for a netwbnkuitiple relays [13]. Asymptotic
capacity in the limit as the number of relays tends to infinitgs found in [15] and [16] by
employing AF at the relays. Another strategy in which relagsnot decode a message, but
send the compressed received values to the destinatiorgoamagdered in [2]. Gastpar, Kramer,
and Gupta extended compressed and forward scheme to aleudtigy channel by introducing
the concept of antenna polling in [17] and [18]. They showeat tvhen the relays are close to
the destination, this strategy achieves the antennaecingtcapacity. On the other hand, when
relays are close to the source, DF strategy can achieve gazitain a wireless relay network
[19]. In [20] Amichai, Shamai, Steinberg, and Kramer, cdesed the problem of a nomadic
terminal sending information to a remote destination viardg with lossless connections. They
investigated the case that these agents do not have anyidgampability, so they have to
compress what they receive. They also fully characteribésl dase for the Gaussian channel.
In [21], I. Maric, and R. D. Yates investigated DF and AF sclkenn a parallel-relay network.
Motivated by applications in sensor networks, they assuwargel bandwidth resources allowing
orthogonal transmissions at the nodes. They characteptbmam resource allocation for AF and
DF and showed that the wide-band regime minimizes the ermoglyper information bit in DF
while AF should work in different regime to get the best rdtefact, for a network operating
in the wide-band regime, there is no benefit from relays egipipthe AF scheme. Peyman
Razaghi and Wei Yu in [22] proposed a parity-forwarding sobdor full-duplex multiple relay.
They showed that relay networks can be degraded in more themvay, and parity-forwarding

is capacity achieving for a new form of degraded relay netaor

C. Contributions and Relation to Previous Works

In this paper, we study cooperative strategies for a netwotlk a source, a destination, and
a set of relays which cooperate with each other to facilithtta transmission from the source
to the destination.

In fact, relaying strategies for the network with multiplelays has been discussed in [10]-
[14], [16]-[19], [22], [30]-[33]. Schein in [10] and [11] gtlied the possible coding scheme
for a parallel relay channel, which consists of a source,taob@arallel relays, and the final
destination. This parallel relay channel is a special cdse multiple relay network, in which

source broadcasts its data to all the relays, and the relagsnhit their data coherently to the

DRAFT



destination. Later on, authors in [12]-[14], and [22] colesed different cooperative strategies
for general multiple relay network. These works are all tieéh full-duplex relay networks. For
half-duplex case, Gastpar in [16] showed that in a Gaussaaallpl relay channel with infinite
number of relays the optimum coding scheme is AF. Boris Rardad Armin Wittneben in
[30] and [31] further studied the problem of half-duplexayghg in a two-hop communication
scenarios. They consider a relaying protocol where two-thatiiex relays, either AF or DF,
alternately forward messages from the source to the déstn&\Ve call this protocol Successive
Relaying protocol in the sequel. Woohyuk Chang, Sae-Young Chund,¥ong H. Lee in [32]
proposed a combined Dirty Paper Coding and Block Markov éimgpscheme for successive
relaying protocol for half-duplex Gaussian parallel rel@dyannel with two relays. Feng Xue,
and Sumeet Sandhu in [33] further studied different hafitex relaying protocols for Gaussian
parallel relay channel. They proposed several commupitachemes such as multihop with
spatial reuse, scale-forward, broadcast-multiaccess awitnmon message, compress-forward, as
well as hybrid ones. Since they assumed that there is notigpétween the relays, they called
their parallel channel as Riamond Relay Channel

In this work we consider the problem of half-duplex relayimga network with multiple
relays in which there is no direct link between the transmitnd the receiver. We introduce
two relaying protocols, i.e. simultaneous relaying protogersus successive relaying protocol,
associated with two possible relay orderings for a halflelugparallel relay network. For si-
multaneous relaying, we propose a combined AF-DF schemehwbads to a better achievable
rate in certain ranges of SNR and when the first hop limits thexall performance with respect
to other previous schemes for parallel relay channel. Eambre, we show that the optimum
relay ordering in high SNR scenarios is achieved by suceesslaying protocol. We also
independently from [32] propose two different schemes farcessive relaying protocol. One
of them is based on superposition coding, binning, and biMekkov encoding and the other
one is based on Dirty Paper Coding. We show that SNR goes ttynfirty Paper Coding
achieves the capacity of half-duplex Gaussin parallelyretzannel with two relays.

The rest of the paper is organized as follows. In sectiorh#,dystem model is introduced. In
section lll, the achievable rates for a half-duplex relatwoek are derived. Upper bound on the
capacity of a half-duplex relay network is derived in settly. Section V is dedicated to the

Gaussian half-duplex relay network. Simulation results @resented in section VI. And finally,
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section VII concludes the paper.

D. Notation

Throughout the paper, lowercase bold letters and reguli@rserepresent vectors and scalars,

respectively. For any functionf(n) andg(n), f(n) = O(g(n)) is equivalent tdim,, . ‘% <
oo, and f(n) = ©(g(n)) is equivalent tdim,, % = ¢, where0 < ¢ < 0.

1. SYSTEM MODEL

Here we consider a parallel relay channel which consiststodrasmitter, a set of relays, and
a receiver, and there is not any direct link between the mnéttexr and the receiver. What we
are going to answer in this paper is: what is the best ordesfniglays to convey the source’s
information in a half-duplex parallel relay channel? In gexl, two different orderings for the

relays can be considered: simultaneous relaying versugssige relaying.

Relay 1 Relay 1

Source ° o \\3. Destination ~ Source Destination
° /,/”3/
Relay K Relay K
a) Simultaneous Relaying b) Successive Relaying

Fig. 3. Simultaneous and Successive Relaying Protocols.

A. Simultaneous Relaying

In this scenario, fig. 3a, information flow from the source e tlestination goes as follows.
In the first time slot, source broadcasts its sigmalo the K relays. Having received noisy
versions of the transmitted signal, i#. - - - , yx, all the relays transmit their own signals, i.e.

x1,- -+, Tk, Simultaneously to the destination and the destinatiorives signaly. Signalsx
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andyy, - - ,yx, and signalseq, - - -,z andy are related through the transitional probabilities
Py yx | «) andp(y | a1, ,2x), respectively.

If the total available dimension (time or bandwidth) frometBource to the destination is
considered as “1”, one can allocate an appropriate portiah dimension to the first hop and
1 — & portion to the second hop and optimize the overall perfocaawver this parametet.

For the Gaussian case, there are two coding schemes foretiig: DF and AF. This time
/bandwidth optimization over the two hops can be easily emgnted by using DF scheme at
each relay (we call this kind of DiVlodified DF), however, exploiting AF at each relay forces
a = 0.5. This fact is one of the most important motivations for oneghe main contribution of
this paper which is devising a new combined AF-DF coding sthe

Although simultaneous relaying protocol is not spectraiffjcient for half-duplex scenarios,

due to some practical issues it is proposed in IEEE802.16.

B. Successive Relaying

In this protocol, in thebth time slot,1 < b < B, a non-empty subset of relays, (S; C
{1,---,K},0 <| S |< K), is chosen to listen while the relays belonging{ta--- , K}\S;
are sending the new information to the receiver. During \etene slot, except the first and the
last one, both the transmitter and the receiver links angeadtence, in order to maximize the
bandwidth usage at both the transmitter and the receives, énis desirable to have a large
number of time slotsB.

However, in this paper due to the complexity of tackling thetpcol for the general number of
relays, we only consider the scenario for two relays. In sizsnario, within odd/even intervals,
the first/second relay is listening to the source and theratlay, whereas the other relay is
sending its information to the destination. The informatftow of successive relaying protocol
is illustrated in fig. 3b.

[1l. ACHIEVABLE RATES
A. Simultaneous Relaying Protocol

1) Observe-and-Forward(OF)in the Observe and Forward scheme, what each relay transmits
is based only on one symbol it has received(one shot relpyifrygm the probabilistic point of

view, thekth relay at each timé&:” transmitsz;;, according to the probability(z;. | yix). Here
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Source M Destination

Fig. 4. Simultaneous Relaying Protocol.

we prove that, in order to maximize the information rate frtime source to the destination
i.e. I(X;Y), a deterministic function should be used at each relayt Rieshave the following

lemma.

Lemma 1 Each stochastic matrix can be written as a convex combinatib permutation

matrices.

Proof: This lemma was proved in [24]. [ ]

Now, we have the following theorem:

Theorem 1 In a parallel relay channel, assuming simultaneous relgymmotocol, there exists a
series of deterministic functions associated with eachyréhat maximize the information rate

from the source to the destination.

Proof: From Lemma 1, we can write the transition matfpXx;;|y;;)], for each relay
ke{l,2,---,K}, as follows:

M,

[p(@ik|yjn)] Zpk Fr;, D, 20, Zpk =1 1)

WhereF,’s are the permutation matrices, which can be considerecesrdinistic functions,
and the coefficientp,;'s are the associated probabilities with which each detgstic function
Fi, is used at each relay.

So we defineK auxiliary random variable§©,,0,,--- , 0y, --- ,0x}. Each of them can
take values in1, - - - , M} with probabilities{py, , - - - . px,, } associated with the usage of each

deterministic function{Fy,,--- ,Fy,, } at thekth relay.
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Therefore, knowing,’s are independent ok, we have
I(XGY)<I(X;Y [Oq,---,0k) = (2)
Z pup2; Pl (X5Y [©1=14,0 =7, Ok =1)
Qg
<maxI (X;Y |O; =i",0,=75% - 0O =1").
Hence, there exit&” deterministic functiongF, ., Fo.,- . Fx,. }, which can be used at each
relay and maximize the information rate from the source tdbstination. [ |
2) Modified Decode-and-Forward (DF)Fig. 4 shows simultaneous relaying protocol for two
relays. Let us assume that the channel from the source tor¢hediay is better than the channel
from the source to the other relay. Hence, in this situattemsmitter splits its message into
“Private” and“Common” messages.
The“Private” message is the message which is decodable only by the fiagtwdlereas the
“Common” message is the message that can be decoded by both relays.
The achievable rate of this DF scheme is the sum of the rats,{{&i,, R.) associated with the
private and common rate, respectively. These pairs shailooth in the capacity region of the
Broadcast channel (BC) i.e. first hop [23] and the extendettiMe access channel (MAC) i.e.
second hop ( [25], [26], [27]). By extended MAC, we mean the ™y which one user knows

the other one’s message. Hence, the achievable rate fosch&me is:
R=R,+R.. (3)
From the Broadcast Channel(BC) and for the first hop, we have:
R, <aI(X:Y:|U), (4)
R, <al(U;Y;).
For the second hop and from the capacity region of the exteMI&C [25], we have:
R, <1 =-a) (XY | Xo), (5)

Rp+Rc S (1 - CNE)I(Xl,X27Y)
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Blockl Block2 Block3 Block4

Source P(un|1,1) Z(ws|wn, 1) T(ws|wg, ) T(wy|ws, 53)

Relayl izﬂl(wﬂl):?:l(l) 531(103\9%)7%&(5‘%)

Relay? (1]1), u(1) B (wslst), ulsy)

Fig. 5. Decode-and-forward for successive relaying protocol.

(’LAl}l,,l7 ﬂ}b) §1(wb*1|8372)7 13(8372)

% (wp|wp-1, 8577) (3‘?_2); i) X(wy|wp_1,s5%) (3572, o)

b—2)

Xo(wp—1]802), U(s} (p—1, ivy)

Fig. 6. Successive relaying protocol for two relays.

B. Successive Relaying Protocol

1) Cooperative Coding:In this section, we propose a coding scheme based on binning,
superposition coding, and block Markov encoding for a laiflex parallel relay network with
two relays. The extension to a relay network with more than telays is straightforward.
The messagev is divided intoB blocksw;,ws, - -- ,wg of nR bits each. The transmission is
performed inB + 2 blocks.

Generally, this scheme can be described as follows. In eahdlotd, source transmits new
messageav, to one of the relays. Each time, one of the relays is receidaitg from the source
and the other relay, while the other relay is transmittisgnformation to the silent relay and the
destination (Figs. 5 and 6). Each silent relay decodes #msinitted messages andw,_; from
the source and the other relay, respectively. On the othad,feach transmitting relay-using the
binning function-broadcasts the bin index of the messadastreceived from the relay during
the last interval along the message it has received from dbecs to the other relay and the

destination. Binning function can be defined as follows:
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Definition (The Binning Function)Consider a set of integerQ = {1,2,...,2"}. Let Bin =
{S1,S,, ..., Snruin } denotes a random independent uniform partitioning of etegmef Q into
2"Rsin subsetsS;, S,, . . ., Syurg,, - The binning functioPr,,, pin(w) : Q — {1,2,..., 2" }is
defined byPg,, pin(w) =qif w € S,.

As indicated in fig. 5, in the first time slot, source transrtiits codewordk(w; |1, 1) generated
according to the probabilitp(x) to the first relay, while the second relay transmits a doubly
index codewordk,(1|1) and the codeword (1) according to the probabilitp(zs|u)p(u) to the
first relay and the destination. In the second time slot,@transmits the codewordws|w, 1)
to the second relay, and having decoded the messagée first relay broadcasts the codewords
%, (wy|1) andt(1) to the second relay and the destination. It should be notdtile destination
cannot decode the message at the end of this time slot; however, the second relay decode
w; and wy, messages. Using the binning function, it finds the bin indéxvp according to
s} = Pg, pin, (w1). In the third time slot, source transmits the codewn(d;|ws, s}) to the first
relay, and the second relay broadcasts the codewards|s{) andl(s!) to the first relay and
the destination, respectively. Two types of decoding candael at the destination, i.e. successive
decoding and backward decoding. Successive decoding atesteation can be described as
follows. At the end of the third time slot, the destinatiomoat decode the message; however,
having decoded the bin indey{, it can decode the messageg. On the other hand, backward
decoding can be explained as follows. Having receifged 2 blocks, the final destination starts
decoding the intended messages. In the time Blet2, one of the relays transmits the dummy
messagel” along with the bin index of the message to the destination. Having received this
bin index, the destination decodes it, and then backwardbpdes messages, i1 =1,--- , B
and their bin indices.

From now on, each relay does the same job in an alternatirfigofasHence, we have the

following theorem:

Theorem 2 For the half-duplex parallel relay channel, assuming sssiee relaying, the Block

Markov scheme achieves the following rafes,,,., and Rpyy,,,,, Using successive and back-
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Fig. 7. Information flow transfer for successive relaying protofml two relays.

ward decoding, respectively:

Rpa,.

:Rs+é5 < max  min(

0<t1,t2,t1+t2=1
min (fll (X Vi | Xo, U) fol (5(1, Y| (7) Iy, (U, Y/))+
i (1 (571 0) 4 61 (6:7) 21 (951 %, 5))

00 (X, %Y1 | 0) 6l (X, X572 |0

~——— N~

) . (6)

R, =R+ R, < o e min (
G (XY | %,0) + 61 (Y5 | X,,0)
i1 ( X, U; ff) + iyl ()21,5*, ff) ,
t’1]<~,X’2;571 | 0) Aol ()%,)%1;?2 | U)) @)
Proof: See Appendix A [ ]
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2) Non-Cooperative Codingln this scheme, each relay considers the other one’s signal a
interference. Since the transmitter knows each relay’sagss it can apply the Gelfand-Pinsker’s
coding scheme to transmit its message to each of the relaybkisl case we have the following

theorem:

EU
mmz

Source Destination Source Destination

Ty
w
jau il
w

Time Slot #; Time Slot ¢y

Fig. 8. Dirty paper coding for successive relaying protocol for tvetays.

Theorem 3 For the half-duplex parallel relay channel, assuming sgsbee relaying, the fol-

lowing rate Rppc is achievable:

Rore < R+ R,
= min (103 Y1) = 10 %)), LI (X3 V) ) +
min (fg(l((:]; 2)—1((7;)?1)),511()22;17)). 8)
with probabilities:
p(Z2, 4, &) = p(Z2)p(u|Z2)p(Z|t, T2), ©)
U, 21). (10)

Proof: See Appendix B. [ ]

IV. UPPERBOUNDS

In this section, the upper bound on the parallel relay netwdth two relays is derived and
investigated.
The authors in [28] proposed some upper bounds on achiekatiele for the general half-duplex
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multi-terminal networks. Here we explain their resultseflyi and apply them to our half-duplex
parallel relay network.

Consider a network wittiN nodes. We define the state of the network as a valid partitgoni
of the nodes of the network into two sets of tlsender nodes’and the“receiver nodes”such
that there is no active link that arrives at a sender nodes Haife to say that the number of
possible stateM of a network with finite number of nodes is finite. Ligt defines the portion
of the time that network is used in statewherem € {1,2,... M}. The following theorem

was proved in [28]:

Theorem 4 Consider a general network with finite states, M, for which sequencen,, of the
states of the network is known to all nodes. Maximum achleviabormation rates{ R*} from
a node setS; to a disjoint node seb,, 51,5, C {1,2,..., N} for the proper choice of network

state sequencey, is bounded by:

M
i : S .yS Se
Z RY < stup mSmZtmI (X(m),Y(m) | X(m)). (11)
i€S51,j€S52 m m=1
for some joint probability distributiop(z™, 2, ... 2™ | m) when the minimization is taken

over all setS C {1,2,..., N} subject toS(\S; = Si, S()S2 = 0 and the supremum is over

all the non-negative,, subject to> " t,, = 1.

In our networkN = 4 and since we havll—2 = 2 relays, the number of possible staMs= 2.
Four different cuts can be taken into account as in fig. 9. Tifi@mation flows associated with
different cuts at each state are calculated as follows
1. State 1:
-First Cut:

(XYL Y[ X)) =t (X Yy | Xo) . (12)
Note that in deriving ( 12) we have

)~< e (X27Y~1> e Y

-Second CutNo information is transferred through this cut.

-Third Cut: Similar to the first cut, we have

t1| (5(, )ZQ;Y~1,Y) = t1| (X27Y~1,?) —|—t1| (5(, Y~1 | )ZQ) . (13)
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Relayl Relayl
Source Destination — Source Destination
W) ®
G@ Relay2 @ G@ Relay2 @

@®Destination  Source @

©
&)

Fig. 9. Possible States for Parallel Relay Channel.

Source

-Fourth Cut:

2. State 2.

Just the same as in state 1, we have the following equati@eeiased with different cuts
-First Cut:
-Second CutSimilar to the first cut we have

t2| <>:(,>€1;Y:2,Y> :t2| <)€1;Y:2,Y> +t2| <>:<, Y:g | )21) . (16)

-Third Cut: No information is transferred through this cut.
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-Fourth Cut:
bl (XX Y) =l (X V) (17)
3. State 3:
-First Cut:
tsl (X; Y1, Yo, Y) = t51 (X; Y1, Ys) . (18)
-Second Cut:
t3l (X;Ya,Y) =131 (X;Y2). (19)
-Third Cut:
t3l (X;Y1,Y) =t31 (X;Y7). (20)
No information is transferred through the fourth cut.
4. State 4:
-Second Cut:
-Third Cut:
tad (X, X0y Y | Xi) = 4] (X3 Y | Xy). (22)
-Fourth Cut:
(23)

t4| (Xl, Xg; Y) .

No information is transferred through the first cut.
From (12), (13), (14), (15), (16), (17), (18), (19), (20),1)2 (22), and (23), the maximum

achievable rate&C,,, of our network is upper bounded as
Y X ():(7Y:2 | )Zl> +t3|(X;Y1,Y2),
X: Y, | il) sl (X;Ya) 4 tal (XY | Xa),

(
t,| (i; 2) 4t (x
( )
(

(24)

$:Y) + tol ()ZMY) + tl (Xq, X2; Y)).

DRAFT



19

V. GAUSSIAN CASE
A. Simultaneous Relaying

In the Gaussian case, assuming simultaneous relayinggifirgt time slot source transmits
a gaussian codewordwith zero mean and variande, to relay 1 up to relayk. Hence, thée:th

relay receives
Yi = hoeX + Z. (25)

In the second time slot, theth relay transmits a gaussian codewagdwith zero mean and

varianceP,, to the final destination. Hence, the destination receives

K
Y= hppiXe +Z. (26)
b=l

where z;, and z are additive white gaussian noises with zero mean and aian’ per
dimension, andhg, and hyx ., are channel coefficients from the source to ik relay and
from the kth relay to the final destination, respectively.

1) Decode-and-Forward(DF)Fig. 10 shows simultaneous relaying protocol for a halfidup
Gaussian parallel relay channel. Here, we assume that Idiag a better receiving channel than
relay 2 (i.e.hog1r > hg2). In this situation, transmitter splits its total availaljowerP; to P;_,
and P,_. associated with thé&Private” and“Common” messages, respectively.

From the argument we had in section IlI-A and (3), (4), and f()the Gaussian case the

Relay 1 (P,,)

~
~

ho1 ~Jus
Source (Ps) ) Destination

hoo 7 s

Fig. 10. Simultaneous relaying protocol for two relays.

following rate R is achievable
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=R, +R 27)

<ac ( ). (28)
h2
<ac (), (29)
&+ hiy Py
h PT’1— h r C h 7”
R,+ R. §(1_d)0<13 ”H”l_; ey > (30)
- h2, P, _
R, <(1-a)/C <%Of’> : (31)
Finally, we have also the following constraints on the p@avavailable at the source and each
relay.
Ps - Ps—p + Ps—ca (32)
Pr1 - Prl—p + Pm—m (33)
P, >0,P, >0,P, >0. (34)

Now, we have the followindProposition

Proposition 1 The rate of DF scheme is achievable by successive decodihg cbmmon and

private messages at the receiver side.

Proof: Consider the sum rate for both the common message and pmedsage for the

extended multiple access channel from relays to destimatio

h3sPry—p + (hasy/Pr,—c + has\/ Py, )?
Rp+Rc:(1—&)C< 13 1”(131_(; e )>. (35)

It can be readily verified that this sum rate is a decreasird)inoreasing functions of’,,_,
and P,,_., respectively. Now, let us equatfe, in (35) with the private ratd%p of another MAC
which is achieved by successive decoding of common andtprim@ssages. Therefore, we have

,
R,=R,=(1-a)C <@> : (36)

11—«

As is indicated in fig. (11), we have
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Pm—p < Prl—p - Pm—c > PT1—C7

R,+R. < R,+R.,

R. < R.
Hence, successive decoding of common and private messelgiesyes the DF rate. [ ]
Private Rate
A
Ry=Ry, Lo N-----
: o > Common Rate
R, R.

Fig. 11. The order of decodinCommon” and“Private” messages.

2) Proposed Scheme: Combined Amplify-and-Decode Forwiardhis section, our proposed
scheme for simultaneous relaying protocol is studied. Resbke of simplicity, we only consider
the symmetric scenarios, in whidly; = hge, and hi3 = hez. Generally speaking, gaussian
parallel relay channel is a two-hop communication scenariavhich the performance of the
first hop limits the overall performance. This fact motisates to propose some novel coding
schemes to improve the performance of the first hop. Spdbificge want to benefit from
utilizing a higher bandwidth in the first hop. As it was showrtle previous section, using DF
scheme at each relay, this can be easily implemented. Strartmits a codeword of lengtim.
After decoding the transmitted message at each relay,gekgncode their decoded message
by another codebook of lengthl — &)n, and transmit the associated codeword all together
coherently to the destination. This scheme is the firstarigcheme that can be obtained by
simply modifying naive DF. The achievable rate of this MaglifiDF scheme was derived in the
previous section. However, as will be shown in the numeriesaillt section, DF schemes do not
perform well with respect to AF. As a result, we are looking fonew scheme which benefits

from both the advantages of AF and also reducing the effeaissian noise by exploiting
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higher dimension at the first hop. In other words, we aim ton@nghis question: how can we
convert a higher dimensional signal space to a lower oneowitdecoding and re-encoding at
the relays. Here we only consider the scenarios where the &NRe first hop is less than or
equal to the SNR of the second hop.

The combined AF-DF scheme is illustrated in figs. 12 and 13his scheme, we split our
message to AF message and DF message. The AF message istteahisria. dimension out of
the total “1” dimension availabley dimension from the source to each relay, andimension
from each relay to the destination. Basically, DF messageaissmitted in all the available
dimensions i.e. “1”: from source to each relay, we put DF ragesn some extrg dimension
and if the allocated power to thj$ portion exceeds the level we equalize DF message power
between thex and 3 dimensions that are available in the first hop, i.e. we do midtieg as
follows and put some part of our DF message (DF message 1)Advenessage in the first
dimension (Figure 13). If the power constraint at the sousd&, and the assigned power to AF
message, DF message 1, and DF message Paig P;_pr, andPs_pp, respectively, from

water-filling we have

Ps.ar+ Ps—pr, + Ps_pr, = Ps, (37)
Ps—pDry
P A~ . Ps—prmy,
PS-AF Y >
v— — Da+ (v —1)5 = Pspr. (38)
(0%
Relayl
Rolayi\\
Source o \‘, Destination
RelayK
«@ 1] «

Fig. 12. Bandwidth Allocation in Gaussian Parallel Relay Channebp®sed Scheme).
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Ps—DFg
P pr /
~_ %
PS—AF

Fig. 13. Water-filling between DF and AF message.

Therefore
a(Ps — Peap) — AP
Ps—DF1 = max( ( S Ojf)ﬁ ﬁ SAF,O), (39)
BP
Ps_pr, ot (40)

The relays decode the whole DF message, as described alibve-ancode it and send the re-
encoded version along with the AF message to the destindtideed, by decoding DF message
2 in that extrag dimension at each relay, we are exploiting some extra diraeasn the first
hop to decrease the noise effect.

Furthermore, from the AF and DF model described in the previgectionPpr, Par, and the
effective noise power per dimensiddw= can be calculated as follows. If we split the total

available power at each relay, namély, into P.ar andP.pr, we have

PraF + Pror = Py, (41)

Por = K*Pror, (42)
PrarPs.

P :K2 r-AF sAF’ 43

AF Pt a (43)

I:)r-AF
NaF = Ko——— + 1. 44
e =K (44)
From the multiple access part of the relay channel, we have:

Par + P

R< aC (M) _ (45)
aNar

But, if the first hop limits the rate of DF message, from thewabdiscussion, the rate from the
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source to the destination is

Rgac( PAF)+ac (@)+50 (P‘&) (46)

aNar Ps.ar + B

Now, we have the following theorem

Theorem 5 For the half-duplex Gaussian parallel relay channel, asswsimultaneous relay-

ing protocol with power constraint at source and each relag following rate is achievable

. Psr + Ppr Par P pr Ps_pr,
R = min (aC( oNir ) ,aC (OéNAF) 1 (PS—AF+a) + pC (75 )) , (47)

subject to 204+ (<1

Ps_ar +Ps_pr, + Ps_pp, = P,

P_ar +P_pr= Prv

o >0,

5 > 0,
Ps_ap >0,
Ps_prp, >0,
Ps_prp, >0,
Pr—ar =0,
P._pr =0,

Ppr = K"P._pr,

K2
K2 PT—AFPS—AF
Ps—AF + « ’

«
B
I

PT—AF
N =K——— + 1.
Ar PS—AF"'Q_'_

In fact, the above optimization problem is a constrained-nonvex optimization one.

Proof: See Appendix C. [ |
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Proposition 2 The rate of the combined AF-DF scheme is achievable by ssizeedecoding

of the DF and AF messages at the receiver side.

Proof: Substituting forPpr and P4r, from (41) into (45), we get

K?P,_sp (Pr_pr+n(P, — Pr—DF)))
R<aC . 48
: ( o (K (B — Prpp + Poar)) (48)
Where 0 < 5 = =4 < 1 |t can be readily verified that (48) is an increasing and

Ps_ap+a

decreasing functions of,_pr and P._ 4, respectively. Hence, from the same argument as
in Proposition 1, the rat& is achievable by successive decoding of the DF and AF message
at the final destination. [ |

By considering the appropriate order of decoding of DF ngssand AF message at the
destination, the achievable rate can be simplified as

R :max<aC< Par )—i—
aNyp

. Por Ps_pr Ps_pr,
i (aC (OCNAF‘FPAF)’O[C(PS—AF"‘O‘) +60( 3 ))) (49)
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B. Successive Relaying

In Gaussian case, assuming successive relaying with tagggh the first time slot the source
and the second relay transmit their zero mean gaussian codew and X, with variancesP’
and P, to the first relay and final destination, respectively. Hertbe first relay and the final

destination receive
Y1 = hoX+ haXe + 24, (50)
y - h23)~(2 —|— 2 (51)

Similarly, in the second time slot the source and the firgtyrétansmit their zero mean gaussian
codewordsx and x; with variancesP” and P/ to the second relay and final destination,

respectively. Hence, the second relay and the final degtmagceive

+ hy ):(1 + 22, (52)

><u

= hp

<
no

L+ 2 (53)

><12

= hys

<n

wherez,, Z,, z, andz are additive white gaussian noises with zero mean and \awiari per
dimension, andw, hoa, hia, ho1, h13, andhys are channel coefficients from: the source to the
first relay, the source to the second relay, the first relajp¢stecond relay, the second relay to the
first relay, the first relay to the destination, and the seaehaly to the destination, respectively.
By channel receprosity assumptiong = ho;.

From Theorem 2 and 3, we have the following corollaries fa& @aussian case.

corollary 1 For the half-duplex Gaussian parallel relay channel, assigrsuccessive relaying
protocol with power constraint at source and each relay Rlddarkov encoding achieves the
following rate

Rey < min(Rpu, + Rewm,, (54)

‘o (hglp’ + W20, P, + 2hgy by /a192pfpm>
1 )

th

o (hgzp" + h2,01 Py, + 2hoghiz/a20, PP, ))
2 .

ts
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subject to
P'+ P" =P,
f+1ty=1,
0<ag,ay <1,
0<6,60, <1.

2 / 2 5 9
RBJ\/h = min (flc <ﬂ) 7flc (h23‘9,2pr2) + fgc <M)) )
b t hi301 P + 1o

. 2o P\ h2.,0, P, , h3,0, P,
RB]\/12 = min (tgc (ﬁ) ,tQC ( 13 7 1) —|—t10 (23—22,)) .
£ £ h3,05P,, + 1

whered, =1 —6;, anda; =1 — oy, fori =1, 2.

Proof: Let Vi ~ N(0,01P), Vi ~ N(0,0P), V ~ N(0,0,P,,),V ~ N(0,6:P,,), T ~
N(0,0,P,,) and U/ ~ N(0,6,P,,), which are independent of each other.
After letting X = Vi + 90;‘}3’; VX = Vo 90331:1 V.X,=V+0UandX, =V +0U and
applying them into the achievable rate formula of Theorenm@ eonsidering Proposition 1 we

can getRp),.,. for the gaussian case as in [32]. However, here we show tleatnaad decoding

can give us a better rate in the gaussian case. This fact evilitther depicted in the simulation

results section. Le(]?bm, Rnew), and <}:%bm, Rnew> denote the rate pair of the index of the bin
and the rate of the new message which is received by the dtstinat time slot/; and f,,
respectively. Using backward decoding, we can think of twAQwith the following capacity

regions

¢fl (92P7"27 9_2P7'2) : (55)

Ry, < 4,C (
~ , 2.0-P,
Rnew tIC ( 239/2 7“2) 9

. . , h3,P,
Rbin"'Rnew S tlc( 23/ 2) .

IN
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¢52 (81P7«1, Q_IPTl) : (56)

= , h2.0, P,
Rbin < tZC ( 13{1 1) )
2

h%g 91 PTl )
ty ’

Roew < 1:C (
ébm + énew < 1O (M) )
2
Here, we claim that using backward decoding along with ssgigee decoding of message and
the bin gives better rate. From (55) and (56), the sum rateshat dependent on the powers
0.P,,, 0P, , 0,P,,, andfd, P,,. Now, by the same argument as in Proposition 1, let us eqbate t
rate Ry, in (55) which is achieved by joint decoding witk, which is achieved by successive

decoding of the new message and the index of the bin of the eksage. Therefore, we have

- , h2.0.P,
t = Ruyp=1C (L 2 ) (57)
1
= 0 <40. (58)
Since the sum rate?,, + R, is independent of), R/ = £,C (ﬁ%) = Roew
131471 2

remains constant. Therefore, althougly,;, remains constant since the second term in (54)
is an increasing function df,, this term increases. We can argue similarly fog,,, and the
third term in (54). Hence, by backward decodify,;, + R, remains constant while the

second and the third term in (54) increase. Hence, we canogellary 1. [ |
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corollary 2 For the half-duplex Gaussian parallel relay channel, assigrsuccessive relaying

protocol with power constraint at source and each relay, tipiPaper Coding achieves the

following rate

Rppec < max <J~%s + ]:i;s) )

subject to
P+ P"=P,,

o+t =1.

- , h3, P\ , h3,P,

o= o (10 (B2 o (22))
t1 to

- (B3P (WP

Re = win (o ("2 e (M),
t2 tl

Proof: From the Costa’s Dirty Paper Coding result( [29]) by having:
h01h12P, o

where

U=X+ X, 59
n P +i 9

sz hghpP" :

U=X+ 20X (60)
2,P" 4+ 1,

whereX ~ N(0, P’),):( ~N(0,P"), X, ~N(0,P,,), and X, ~ N(0, P.,), and applying them

to Theorem 3, we get corollary 2. [ |
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C. Upper Bound

Assuming total power constraing;, P,,, andP,, for the signal transmitted by the source,
relay 1, and relay 2, and by Theorem 4, we have the followingeuound for the maximum
achievable rate for the Gaussian case

_ 2 \h2. P _ 22 P 2 2

tl 2 3

h2,P N (h2, + h2,) P, N 2phoahi2\/ PPy . (1 — p*)h2,h2, PP

toC

to to to t%
h2, P 1— p®)h2. P
wc(f )+uC(L—%Lﬁi), (61)
3 4
e h3, P n (13, + hds) Py . 2phorhia/ PP . (1 — p*)h3, h3,P Py N
T ln b t 2
hZ, P 1 — p?)h3,P.
t30< 01 )+t4C<( /)) 23 2)’
t3 t4
+HC <h§§>]52> + t,C (%’»Pl) Ne; (h%SPl + hiy Py J; 20h13h23m)> .
1 2 4

subject  to
ﬁ+ﬁ+P:g,
ﬁ1+P1=Pm
152+P2:Pr2,
tofty ity by =1,
0<p<,

0

IN
™
(VAN

L,

0

VAN
IN

p=1

whereP, P, P, I51, P,, P,, andP, are the powers associated with X, X, )Zl, X, Xy, and Xy,
respectively, ang is the correlation coefficient betweéhandX, / is the correlation coefficient
betweenX andX,, andp is the correlation coefficient betweéfi and X..

Now in high SNR scenarios we have the following theorem:
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Theorem 6 In high SNR scenarios, when power available for the sourak each relay tends

to infinity, time slotg; andt, in (61) tends to zero a® <$> Furthermore, the upper bound

on the capacity of half-duplex parallel relay network in hi§NR scenarios is:

1
Cuwp = Rppc + O (logPs) -

In other words, Dirty Paper Coding achieves the capacity diaf-duplex Gaussian parallel

relay channel as SNR goes to infinity.

Proof: Throughout the proof, we assume the power of the relays gosdinity as P,, =
wPs, P., = 2P where~;, v, are constants independent of the SNR. By setfing p =0,
andp =1 in equation (61), we can upper bound the upper bound on thecitgpas follows:

h3, P h2,P B2, + h2,) P
Cyp < min (HC( (21 > —|—t20< (22 ) + t;C (M) )

hiy P " (P2, + his) Py n 2hoghi2\/ PPy N h2,h3, PP,

t,C

? t t t 2

t3C +t,0( 2—=), (62)
t3 t4

WP
t t t £

2 2
t5C <h01p) 1+ t,C <h23P2> :
ts ty

tC

hi+h%ﬁ5+2MWHVPﬁAF%m%PE>

h%%)_+hc<hﬁé>_+Mc<h%Py+@g%+2thmﬁTE>>‘

tC

1 to ty

subject  to
P+P+P=P,
PP =P,
p2+P2:Pr2>
th+to+1t3+1ts=1.

Furthermore, from corollary 2, the achievable rate of thetypPaper Coding scheme can be
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formulated as:

h2 Pl h2 P//
RDPC S min (th ( 01 ) ( Oi )
, h? P” ,
e (1) + o (M),
2 2
. (RPN, (h%P
th( / )+t10( ’ ) (63)
1 1
. [ h3P, . [P,
e (L) +1,C (L)) .
t1 to

By setting”’ = P” = £+, and{; = £, = 0.5 in equation (63), equation (63) can be simplified

as:
1
Rppc > 5 In Py +c. (64)

wherec is some constant which depends on channel coefficients. Kigothiat the term corre-
sponding to each cut-set in (62) for the optimum valueg, of- - , ¢, is indeed an upper-bound
for Rppc, and by setting? = ]3 = P, in (62), we have the following inequality betweéty, pc
and the first cut of (62):

2 2 2 2
%lnPs+C§ t—lln (hOlPs)+t—21n <h02P8)+t—3h1<M)+

2 tl 2 t2 2 t3
12 12 t2
21 + 22 + 2 : 2

2h, Ps 2Dy Py 2(h(n + hoz)Ps

= (1 - t4) IHPS + tl In h(z)l + tz In h(Z)Q + t3 In (h(z)l + hgz)
2 t2 t2
P, P W ) P
Note that in deriving (64) and (65), the following inequglis applied to lower/upper-bound the

—tl hltl — t2 hltg — tg hltg +

corresponding terms.
1
In(z) <In(l1+z) <In(z) + —,Vx > 0. (65)
X

Consequently, we have

t4 (C + tl In h(%l + t2 In hgz + t3 In (h(%l + h(2)2) - tl In tl - t2 In tz - tg In tg)

1
<
— InP,

N 1 t2 N t2 N t3
In P, \ h3, P,  h3, P, (h3, +hd,) P, )
Hence, we can bound the optimum valuetgfn (62) as

1
< < .
0<t, <O (k)gps) (66)
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Similarly, by considering the fourth cut in (62), we can giaeother bound on the optimum

value ofts

1
< < .
0<t, <O <logPS) (67)

Now, applying the inequality betweeR,p- and the term corresponding to the second cut in

(62), knowing the fact that; < %, andt, < % (wherec; andc, are constants), and using

inequalities (65), and
In(l+2z) <x,Vr>0. (68)
,we have

1
ilnPS‘I‘CS

t h,hisy P2 t to (hiy + hi toh
—21n< 02 1?;71 s <1+ 22 " 2(2122jL 13)_|_ ! 21112 ))+
2 5 Y1l P hahts Ps hishozy/71Ps

tg h(2)2Ps t4 h%gf}/lps
—1 —1
2 “( ) 2\ T )7

£
g0

to h32h%371 C3 2 C3 G3
<ty P+ 21 2, — —% g4+ @
=i +2n< 2 )T omp MM Tanp T T

Cy 2 Cy Cq
| h, — ——1Int —
omp, s T gy p

tg h(z)zps t4 h%gf}/lps
—1 —1
2 n( L) T\ T, )T

_l_

t
t2 t2
> 5+ 5
2higy P 27v1his P
Therefore, we have:

+

1
—InP,+c¢c < tyInP,+¢

2
1 1
+ 0o )+o(5):

DRAFT



34

Hence:

C2

1
- < to.
2 logP; — 2 (69)
Similarly, from the third cut of (62), fot; we have:
1 C1
- — <t. 70
2 logP, — ! (70)
From equations (69), and (70), and also the fact that ¢, + t3 + t, = 1, we have:
1 Co 1 (6]
— — <ty < = 71
2 logP, — 2_2+logPs’ (71)
1 1
T (72)

2 logP, shs 2 logP,

Hence, asP, — oo, t3, t4 — 0, andtq, t5 — 0.5. This proves the first part of the Theorem.
Similarly, considering the inequality between the first obitR, - and (62) and knowing the

fact thatt,, t, are strictly above zero (approachifg), we observe that the optimum value of

P, P are

P.P~0O(P). (73)

Now, we prove that the Dirty Paper Coding scheme with the maters{l = ¢, + 2t
{2 =t, + 5 P’ = P, and P” = P, wheret,, -+ ,t,, P, P are the parameters corresponding

to the minimum value of (62), achieves the capacity with a gapmore than® <$) To

prove this, we show that each of the four terms in (63) is noartbenO (@) below the

corresponding term (from the same cut) in (62). To show floisthe first cut we have

h2, P 2 P B2+ hZ)P\ . (B2 P\ . [(hZP"\ @
tO | 2= | + 60 | 2= | +t:C <—( o+ M) )—th (—O% )—t20< > ) <
131 ta t3 t to
h2, P h2, P B2+ h2)P h2 P
tl In ol + t2 In 02 + tg In (M> - (tl -+ t3 * t4) In L
131 t2 i3 2 t

ts +1 2P 12 12 12 (b)
—<t2+3+4)ln 2+ S+ =+ 55 S
2 12 hi P h,P (hgy + hig) Ps

P, t .- t2 t2 1 ()
t51n | (PP)+ L+ 2:+O< )5
-~ 2 hglp h82P log P;
o2 (74)
logP, )
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Here, (a) follows from (65), (b) follows from the fact thats, t4 ~ O <1ng ) and the fact that
In <%> ~ O <#> and (c) results from the fact thatf’,]3 ~ O(P), and also the fact that

log P.
ti,to ~05+0 <logp
Now, we bound the difference between the terms in the fourtho€ (62) and for the fourth

term in Rppc.

Lo <h33152> e <h§3151> e (hfgpl +h2,P + 2h13h23\/—P1P2)

b 2 ty
2 2 (a)
tl t2 ~
tl In (@) + t2 In <h%3p7"1) 4 t4 In (h’iﬁpﬁ + h%3p7"2 + 2h13h23 \V PT1P7‘2>
1 2 Uy

(®)

2 2
—<t1+t3+t4>1 (ﬁ) <t2+t3+t4)ln<ﬁ)+0<i) <
t2 Ps
r 1 ]-
tyIn <2h13h23 + hisy | j + hi m) n(P., P, +0O <1Og Ps)

) (75)

NS

© (log Py
Here, (a) follows from (65) and upper-bounding, }:71 < P,.,P,, P, < P,,, and(b), (c) follows

from tg, Ty ~ @) <ﬁ> andtl, 9~05+0 (logP )
Next, we bound the difference between the terms in the secondf (62) and for the second
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term in Rppc.

t£7h@ﬁ+mg+ﬁgﬁ+qmﬁnwpa+h@%ﬁﬁ +w0(%ﬁ)+uCC%R)
to to to 12 ts ty

, h2,P" , h2,P.\ @
to t

h2 b2 PP,
tz In (%) + tg In
2

2

ty + by h2,P ( w+u) C@g) <1)@

— |ty + In| —=— | —(ta+ In{——)+0(—=| S

(2 2 ) <t2 ’ 2 12 ps) ™
P2 P

t—?’ln = +t—41n(§1>

2 \pp,) 2 p

1
o(bg&). (76)

Here, (a) follows from (65), the fact that”” = P~ © (P;) , and upper-boundindg® < P,
P, < P, (b) results fromtz, t, ~ O <10gp ) t1,to ~ 05+ 0 ( ) and finally, (¢) results
from the fact thatP P., ~©(P,), and alsatz,t4, ~ O (hngé)

Noting that the second and third cuts are the same, and ustngaime argument as (76), we

can bound the difference between the terms in the third c@®2f and the third term iRppc

as
“7%f+@@M@E+%Mm@E+%%fE_HChW)+M;%3
' 131 131 t t2 ’ 3 ! 121
h2, P’ h2,P, 1
—,C 01)— C<%”)<O< ). 77
l(tl ' fy )~ \logP, (77
Observing (74), (75), (76), and (77), completes the proathef Theorem. [ |

VI. SIMULATION RESULTS

In this section the performance of our proposed combinedD&Fscheme for simultaneous
relaying protocol and different successive relaying prots such as Block Markov encoding
and Dirty Paper Coding are investigated comprehensively.

First the achievable rate of the proposed combined AF-DIersehfor simultaneous relaying

protocol with that of AF, DF, and Modified-DF are comparedhwvéach other in symmetric
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scenarios. As is shown in the sequel, combined AF-DF alwayfopns better than the best
known scheme. However, in some ranges of SNR like in low SNiRragh SNR, combined AF-
DF significantly outperforms the other schemes. First tlreragtric case and then the asymmetric
case are investigated. In fig. 14 the improvement percentagisP, and P, is drawn when

we have 4 relays. The improvement percentage is defined as:

R — max(Ryrodifica—prF; Rpr, Rar)
R

Since the motivation for the proposed scheme is for scemaviten the SNR of the first hop is

% AImprov. = x 100. (78)

less than or equal to the SNR of the second hop (as indicatéd.ift4), the proposed scheme
does not lead to any improvement in other ranges of SNR. Asteent fact, by using extr@
dimension in the first hop and successfully decoding thecs®nl message at each relay, one
can get rid of some part of the noise at the relays. It can be fsem fig. 14 that the significant
performance improvement up to 70% is achieved at low SNRagt®1 Furthermore, in some
part of high SNR ranges, our scheme still outperforms therotimes.

In the following subsections, each SNR regime is investigatomprehensively when there
are 4 relays as a case study. For the sake of completenessmihiéganeous upper bound of the

setting which is calculated as follows is included in the feguas well:
Cup < maxmin(al(X; Yy, -+, Yi), (1 — a)l(Xy,- -+, Xk; Y)). (79)

And for the gaussian case with the power constréntnd P, at the source and each relay,
respectively, we have

Cup < mélxmin (&C (Kf)s) (1—a)C ( Sl )) : (80)

a 1—a

In the above upper bound we assume complete cooperatioredetilie relays.

A. Low SNR Regimes

In this subsection we consider the case wRerand P, are between -30 to O dB.

1) casel:-30(dB) < P, < —10(dB): Fig. 15 shows the achievable rate for the range
—30(dB) < P, < —10(dB) and whenPs = P, — 10(dB). As this figure shows, in the range of
—30(dB) < P, < —14(dB), the achievable rate of the proposed scheme is significhetier
than the known alternatives (in this case DF). The p&int= —14(dB) is the point that the
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Improvement percentage versus Source and Relays Power for 4 Relays
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Fig. 14. Performance Improvement versus Source and Relay Power.

difference between our proposed scheme and other schemesxisium. Indeed, that point is
the point that the naive AF intersects Modified-DF and DF sué® and from that point on
becomes closer and closer to our schemes.

2) case2-10(dB) < P, < 0(dB): Fig. 16 shows the achievable rate for the rard@(dB) <
P <0(dB). At P, = —3(dB), AF scheme coincides with our proposed scheme. As showreabov
the improvement we get from our scheme with respect to ottlegraes becomes significant in
the range—30(dB) < P, < —10(dB). To see what happens in this range, let us have a closer
look at the power®s.ar, Ps.pr1, andPs.prp, and also the way our available dimension is assigned
to the two hops in different schemes, ie.anda in Table I. In this tablePs = P, — 10(dB).
As Table | shows, in low SNR region, our scheme converts toHdwever, the total dimension
should be much less than 1. This is interesting, becausetfiizable it is clear that to obtain the
maximum achievable rate with Modified DF scheme, one shosédall the available dimension,

and also assign more than 90% of tha} (o the first hop, but by using AF scheme if one decrease
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Source Power= Relay Power-10(dB),4 Relays

0.03 T T T T T T T
—<— Simultaneous Upper Bound
—~A— Proposed Scheme(Combined AF & DF)
—v— AF
——— Modified-DF
0.025 4 DE .

Rate(bit per dimension)

30 ~ -28 = -26 -24 -22 -20 -18 -16 -14 -12 -10
Relay Power(dB)

Fig. 15. Rate versus relay pow&{= P, — 10(dB))

TABLE |

PERFORMANCEIMPROVEMENT VERSUSSOURCE AND RELAY POWER(Ps = P, — 10(dB)).

Ps-ar Ps.or1 | Ps-or2 «@ a

Pr = —30(dB) 0.0001 0 0 0.001 | 0.999
Pr = —25(dB) | 0.000316 0 0 0.004 | 0.999
P = —20(dB) | 0.001 0 o | 001 | 0.99
Pr = —15(dB) | 0.003162 0 0 0.028 | 0.9976
Pr = —10(dB) 0.01 0 0 0.085 | 0.9927
Pr = —5(dB) | 0.031623 0 0 0.268 | 0.9781

Pr = 0(dB) 0.1 0 0 0.499 | 0.9404
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Source Power= Relay Power-10(dB),4 Relays

0.25

T T T T T T T
—<— Simultaneous Upper Bound
—4A— Proposed Scheme(Combined AF & DF)
—v— AF
—bH— Modified-DF
—<—DF

0.2

o
=
(3]

=
[

Rate(bit per dimension)

0.05

|
-8 -7 -6 -5 -4 -3 -2 -1 0
Relay Power(dB)

Fig. 16. Rate versus relay powé{= P, — 10(dB))

the total available dimension to very little portion of ite@r zero-i.e2«, wherea is very close
to zero), one can get the highest rate. This phenomenonssmable because in low SNR, by
using AF without decreasing bandwidth, one devotes thelabtai power in amplifying noise
which at the end leads to deteriorating the performancesdddthis is the same result which
was previously proved in [11] for full-duplex Gaussian piadarelay channel. Schein in [11]
showed that bursting approach (in which the relays are tsitewst of the time but send with
higher power at a small portion of time), in low SNR regimesgegi the highest achievable rate
and when the difference between source SNR and the relay 8N to infinity, it achieves
the capacity. Table |1 shows that our combined AF and DF schisnaetually transformed to

that bursting approach at low SNR.
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B. Medium and High SNR Regimes

1) caseld(dB) < P, < 20(dB): For 0(dB) < P, < 20(dB), the achievable rate of our
scheme coincides with that of AF. In other words, our scheprverts to naive AF. AP, =

18(dB), again, our schemes starts to outperform AF (Fig. 17).

Source Power= Relay Power-10(dB),4 Relays

2 T T T T T T T
—<— Simultaneous Upper Bound
—A— Proposed Scheme(Combined AF & DF)
18| —o—aF N
—bH— Modified-DF
1.6 DF >
1.4
5
5 1.2
c
[}
£
©
5 1
o
i.é,
Q
2 0.8
o
0.6
0.4
0.2¢z
0 | | | | | | | | |
0 2 4 6 8 10 12 14 16 18 20

Relay Power(dB)

Fig. 17. Rate versus relay powd{= P, — 10(dB)).

2) case20(dB) < P, < 40(dB) and larger: In this regime, our scheme outperforms other
schemes. AP, ~ 26dB, Modified DF intersects AF and from that point on, it is thesdst
scheme to our scheme. &% becomes large, Modified DF gets closer and closer to our sehem
and at very high SNR, they both coincide with each other (ER).

To show that it is indeed the combination of AF and DF whichdie#o better performance,
as an example, we have brougPiar, Pspr1, Psor2 Pr, @, and a quantities in Table Il for
20(dB) < P, < 40(dB) andPs = P, — 10(dB).
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Source Power= Relay Power-10(dB),4 Relays

T T T T T T T
—<— Simultaneous Upper Bound
—A— Proposed Scheme(Combined AF & DF)
—v— AF
—bH— Modified-DF

35

—<—DF

w

N
3

Rate(bit per dimension)

1 ! ! ! ! ! ! ! ! !
20 22 24 26 28 30 32 34 36 38 40

Relay Power(dB)

Fig. 18. Rate versus relay powé{= P, — 10(dB)).

TABLE I

PERFORMANCEIMPROVEMENT VERSUSSOURCE AND RELAY POWER(Ps = P, — 10(dB)).

Ps-ar Ps-oF1 Ps-pr2 o a
r = 20(dB) 5.7 0 4.3 0.361 | 0.6747
r = 25(dB) 16.760072 1.338499 13.524206 | 0.364 | 0.644
r = 30(dB) 47 14.030596 | 38.969404 | 0.379 | 0.6222
r = 35(dB) | 161.276161 | 46.920229 | 108.031376 | 0.397 | 0.6061
r = 40(dB) 640 43.501684 | 316.498316 | 0.406 | 0.5937

Figs. 19 and 20 compare the achievable performance by sieeaglaying protocol based

on Dirty Paper Coding with that of simultaneous relayingtpcol based on our combined AF-

DF scheme in symmetric scenarios. The general upper bouhdlbtiuplex Gaussian parallel

relay channel (61) is also included in the figures. It can lndeom fig. 19 that wherP, <
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12(dB), simultaneous relaying with combined AF-DF performs bretit@n Dirty Paper Coding.
However, fig. 20 shows that as source and relay powers becarge, IDirty Paper Coding
scheme outperforms combined AF-DF and as we proved in thago® section, it achieves
the capacity of the half-duplex Gaussian parallel relaynaeaasymptotically. However, in high
SNR regimes, due to the spectral defficiency of simultaneelaying protocol, the best known
schemes of this protocol, i.e. combined AF-DF goes far belmvupper bound.

Fig. 21 compares the achievable performance of differettessive schemes with each other
and the successive upper bounds. It shows as the inter retaynel becomes stronger, Block
Markov encoding scheme can achieve the successive capabitg the achievable rate of the
Dirty paper coding is independent of that channel. Furtleeemthis figure shows Block Markov
encoding with backward decoding gives better achievaltie wath respect to Block Markov

encoding with successive decoding which is proposed in. [32]

Source Power= Relay Power-10(dB),2 Relays

—<&— General Upper Bound
—4A— Proposed Scheme(Combined AF & DF)
—<— Dirty Paper Coding

15

Rate(bit per dimension)

10 12 14 16 18 20
Relay Power(dB)

Fig. 19. Rate versus relay powd{ = P, — 10dB)

VIlI. CONCLUSION

Here, simultaneousand successiveelaying protocols for a half-duplex relay network were

proposed. For simultaneous relaying and when the first rom(the source to the relays) limits
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Source Power= Relay Power-10(dB),2 Relays

—<&— General Upper Bound
—A— Proposed Scheme(Combined AF & DF)

—— Dirty Paper Coding

o

(3]

Rate(bit per dimension)

IN

| | | | | J
20 25 30 35 40 45 50 55 60
Relay Power(dB)

Fig. 20. Rate versus relay powd{ = P, — 10dB)

the overall performance, we showed that oambined AF-DFscheme is a general scheme which
can be converted to AF in very low SNR and DF in very high SNRme&g. However, in medium
SNR scenarios and in a network with moderate number of retaysbined AF-DF leads to a
better achievable rate with respect to AF and DF schemeboidth we proposed combined
AF-DF for symmetric scenarios, this scheme can be easignebed to asymmetric scenarios as
well.

Furthermore, we proved that successive relaying protacoptimum in high SNR Gaussian
half-duplex paralle relay channel with two relays. Morepwee proposed two cooperative
strategies for successive relaying based on Block Markaoding and Dirty Paper Coding.
We showed that Dirty Paper Coding achieves the capacity @f@hussian half-duplex parallel

relay channel with two relays in high SNR scenarios.
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- - - 2 _ 2 _ 2 _ 2 _
P = pr1 = Pr2 =10(dB), hy, = h, = 10(dB), hy, = h], = 1(dB).
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——8— Block Markov Encoding
—v— Dirty Paper Coding

| | |

1
-30 -20 -10 0 10 20 30 40 50 60
2
h? (dB)

Fig. 21. Rate versus inter relay gaPs = Py = Pz = 10(dB), hi, = h3; = 10(dB), h3, = hi; = 1(dB).

APPENDIX A
Proof of Theorem 1
Codebook Construction:
Let us divide block numbdp, b =1,2,--- , B+2 into odd and even numbers. The source gener-

ates two code-books (w|wy_1, 57 %) andx (wp|wy—1, s57%) of size2m= and2"f=, respectively.

The first code-book is generated according to the probisilitx|Xs)p(X2) = Hfﬁ p(Ti|Z2:)p(T2i),
and the second code-book is generated according to thelpliiba
fon

p(X|X1)p(X;) = Hp(éﬂéu)P(%u)

On the other hand, relay 2 genera2&§: i.i.d codewordsi andQ”If?S I.i.d codeword, according
to the probabilitiep(0) = Hf;"l p(u;) andp(Xy | 0) = Hf;"lp(@i | u;) at each odd interval and
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relay 1 generate'?2 i.i.d codewordsi and2"# ii.d codewordsk; according to the probabilities
p(G) = T12" p(@;) and p(%; | G) = [[2% p(F1, | @) at each even interval, respectively.
Encoding:

Encoding at the source:

Source encodes, € {1,---, 2"} tok (wplwy—1,s77%) andw, € {1, - - ,2"’35} to X (wp|wy—1,s57%)
and sends them in odd and even blocks, respectively.

Encoding at relay 1:

Relay 1 encodes the bin inde¥% 2 of the message,_» it received from relay 2 in the previous
block to G (s57%). It also encodesy,_; which was received from the source in blogk- 1 to
X, (wb_1|sg_2).

Encoding at relay 2:

Relay 2 encodes the bin inde%? of the message,_» it received from relay 1 in the previous
block to U (s}7?). It also encodesu,_; which was received from the source in blogk- 1 to
Xo (wb_1|sl{_2).

Decoding:

Decoding at relay 1:

Knowing w;_, and consequently}~2, at blockb, relay 1 declaregu,_;, i) = (wy_1,wp) iff
there exits a uniquéiy,_, i) such that(X (wy|w,_1, s02) , %o (11|55 72) , U(s572),9,) € AW,

hence, we have:

jae)
IA

S

i1 <X Vi | Xo, U) , (81)

R+ R, < HI(X,XpY1|0).

Decoding at relay 2:
Knowing w;_, and consequently5~2, at blockb, relay 2 declaregu,_;, i) = (wy_1,w) iff
there exits a uniquéy, , i) such that(X (wy|d,_1, s52) , % (wy_1]s52) , U(s572),¥,) € A™,

hence, we have:

S
IN
~
[\
~
—
i
V)
S
=
S
N~—

(82)

S

Rs—Fés S {2]()%,)%1; 2|(})

Decoding at the final destination:

Decoding at the final destination can be done eitBeccessivelpr Backwardlyas follows:
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1) Successive Decoding:

At the end of blockb, destination first declares the bin ind&%2 = sf{‘z of the message;, -

iff (0(3272),y) € A™, hence, we have:
R, <HLIU;Y). (83)

Having decoded the bin inde_<>§‘2 of the message,_,, destination can resolve its uncertainty
about the message;,_», and declaresy,_» = w,_» iff there exists a uniquev,_, such that

(X1 (0ps]s52), G(s57%),¥) € A™, hence, we have:

R, —Ri <bLIXy;Y | O). (84)

Using the same argument for the even bldckve have:

Ry, < fzf(U§5:/)> (85)

n

Rs —R2 S 1{1]()32,? | 0)

From (81), (82), (83), (84), and (85) we have:
R, <ol ():(1;3:/ | (:]) Iy (U;f/) , (86)

133

R, <HI(Xy;Y |U)+6LI(U;Y).
From the above argument and as figure 7 shows we have:

R <min (A1 (X500 | %00) t (B8 10) 420 (07)), @)
R

And from (81), (82), and (87), we have:

Rpy = RS + F{s <  max min( (88)
0<t1,t2,t1+t2=1

min (61 (X371 | %,0) 61 (X371 0) + 41 (0;7) )+
i (4,1 (¥ | 0) 41 (07 4t (%2551 %,,0)),
G1(X X071 | 0) 61 (X, %V, 0)).
2) Backward DecodingAt the end of odd block, destination declare§i,_q, 5}7%) = (wy_1, s} %)

iff there exists a unique paifw,_i, ${7*) such that(X (1,5} %) ,0(8772),y) € A™ . Simi-

larly, at the end of even block destination declare&iy,_1, 3 2) = (wy—1, s3 2) iff there exists
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a unique pair(ty_1, $5-%) such that<>:< (wp-1,87%) .U (857%) ,f/) c A™ . Hence, we have:
Ry+ Ry <60 (%,057) + 61 (X0,0:7). (89)
And finally:
Rey = Rs+ R, <  max  min( (90)

0<t,1 1{2 2{1—‘,—2{2:1

APPENDIX B
Proof of Theorem 2
Codebook Construction:
Let us divide block numbeb, b = 1,2,--- , B+ 2 into odd and even numbers. At odd and even

tln

blocks, source generated™ and 2" (i(¢) and i (r) sequences according {4, p(a;) and
Hf”; p(w;), respectively. Then, source throwisand 0 sequences uniformly inte"® and 21
bins.

Relay 1 and relay 2 generaﬂéés and2": ii.d %, and%, sequences according to probabilities
Hf”;p (xl,) and Hfl"lp (Z9;). Furthermore, for aly andr, the source generates double indexed
code-booksk (wy|wy_1,q) and X (ws|wy_1, ) according to[ [ p(&; | da:, ;) and [[2" p(a; |
Ty, ;), respectively.

Encoding:

Encoding at the source:

In odd blocks, since source knows what it has transmitteadnduthe even block, from the
desired binw, € {1,---,2"%}, it can choose a codewor(q) such thaty € Bin (w;) and
(€(q), % (wy_1)) € A™ if Ri—R, > f,1 (U; X'2> and send (0, X,). Similarly, in even blocks,
the source sends(l, X,) if Ry — R, > fy] <(77):(1)

Encoding at relay 1:

Relay 1 encodesy, € {1,---, 2"} to X, (w,) in even blocks.

Encoding at relay 2:
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Relay 2 encodes), € {1, -- ,2"’%&'} to X, (wp) in odd blocks.

Decoding:

Decoding at relay 1:

In odd blocks, relay 1 declares, = Bin~' (¢) iff all the sequencesi (¢q) which are jointly

typical with y, belong to a unique bim,. Therefore, we should have have:
By <1 (037).
And consequently we have:
Ry < (10 %) - 10 %)) (91)

Decoding at relay 2:
In even blocks, relay 2 declares, = Bin~' (r) iff all the sequencesi () which are jointly

typical with 3:12 belong to a unique bim,. Therefore, we should have have:
Rg S fg] <(}7}:/2) .

And consequently we have:

Ry < (1(0:Y2) - 105 X)) (92)

Decoding at the final destination:

In odd blocks, destination declarés = w; iff (X, (,),y) € A™. Hence, we have:

Similarly in even blocks, we have:
Ry < L,I(X1:Y). (94)
APPENDIX C

Proof of Theorem 4

Codebook Construction:

In the first o interval, i.e. “t3,”, the source generatesf4r and2"frr gaussian sequences
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Var (war), andur, (wpr), respectively. These sequences are generated accordihg fol-

lowing probabilities:

an

Vap(Wap) ~ H P(Vari) ~ N (0, Ps_ar),
=1

Uro(Wpp) ~ H P(X7,0i|Var:) ~ N(0, Ps_pr,)-

i=1

Hence, we have:
Xrai = Urai +Var,.

In the 3 interval, i.e.“t35”, the source generat@&”rr gaussian sequencas ; (wpr) according
to [, p(urs:) ~ N(0, Pe_pr,).

In the lasta portion, i.e.t4,, eachk'™ relay, generateg"”rr gaussian sequences; .(Wpr)
according to] [, p(Uy1,ai) ~ N (0, Pr_pF) .

Hence, at eacltk™” relay we have:

%(VAF +2) + Upga- (95)
Encoding:
Encoding at the source:
In t3, interval, the source encodes,r € {1,---,2"r} andwpr € {1,---,2"r} into

codewords/ap (war), andXy., (wpr|war), respectively. Furthermore, i interval it encodes
wpr € {1,---,2"r} into Uz 5 (wpr).
Encoding at each relay:
In t,, interval, each relay encodesyr € {1,--- ,2"%>r} into codewordsl, ..
Decoding:
Decoding at each relay:
Since we are considering symmetric scenarios, the first hbjghwis generally a broadcast
channel simplifies to a single user channel. So at the erigl,of ¢35 interval, each“k™” relay
declaresiwpr = wpr iff there exits uniqueur,, (wpr), and ur s (Wpr) Sequences such that
(Ura (WDF),Yia) € A™ and (Urs (Wpr),Yes) € A™,

Hence, we have:

Rpr < al(Ur.a; Y1) + 81(Urgs; Yi6). (96)
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Decoding at the final destination:

At the end oft,,, destination declareQipr, War) = (Wpr, war) iff

(Var(War), U a(Wpr),Y,) € AN

Due to our modeling, we can think of a multiple access chamnigl independent AF and DF

messages. Hence, from the capacity region of the multiptesscchannel, we have:

(1]
(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

IN

Rar al(KVap; Yo KU, 4),

IN

RDF a|“<UrLa;\b‘K\QUﬁ7 (97)

Rar +Rpr < al(KVap, KU, 45 Ya).
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